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A number of studies have reported an association between obstructive sleep apnea (OSA) and metabolic syndrome. However, until 2 years ago, it was unclear whether metabolic syndrome could be reversed by treatment of OSA with continuous positive airway pressure (CPAP). Studies were uncontrolled, small in size and conflicting in their results. Thus, the purported well designed and conducted report in a high profile medical journal in 2011 that metabolic syndrome could be reversed with 12 weeks of CPAP treatment was welcomed by some in the medical community as another piece of evidence supporting the practice to aggressively treat moderate to severe OSA. Nevertheless, there were some doubts expressed about the validity of the results. Several weeks ago, the other shoe finally dropped. The authors of the 2011 study retracted their paper writing that they were unable to locate and verify some of their primary data. Although they assert that their conclusions remain valid, this claim is difficult to believe given the reasons for the retraction.

What have we learned about this retraction of a high profile paper? One lesson should be that “replication is a necessity of the scientific process.” One analysis of highly cited clinical research papers found that results were not confirmed in 16% of cases. Were all of these authors guilty of scientific misconduct or sloppy research? Most likely not. In many cases they were likely complicit to our worship of the “p value.” In today’s science, results are considered significant and therefore “true” if the p value of a statistical test is less than or equal to 0.05, or less than 1 in 20. Conversely, there is a 1 in 20 chance or less that results are “not true.” This is the most compelling reason for replication. The more times that identical or similar studies find the same results, the greater likelihood that the findings are indeed correct. Other explanations for the failure to replicate include prevailing bias and study design issues. Nevertheless, scientific misconduct and fraud do exist and potentially may adversely influence public opinion concerning scientific research.

The second lesson that should be taken to heart by all of us who participate in research is that we need to take some personal responsibility for papers we co-author. Frequently, co-authors or senior authors are not the primary persons who acquire or analyze the data. As a group, we need to take greater responsibility in verifying and questioning results that do not seem “right,” i.e., difficult to believe, implausible or perhaps too perfect. We also need to take collective responsibility for conducting high quality research including accurate data and analysis.

Finally, for the practitioner, you need to interpret and utilize the results reported in journal articles in the context of your practice and the potential impact on patients. Caution and awaiting replication is reasonable for most patients. For others with serious or soon to be life-threatening conditions, embracing a new technology or treatment approach may be the only option.

Obviously, the process by which scientific and medical advances are made is imperfect. When asked about nuclear disarmament with the former Soviet Union, President Reagan quoted an old Russian proverb “Trust, but verify.” In the context of medical sciences, we should trust, verify and replicate.
Obstructive sleep apnea (OSA) is a common sleep disorder characterized by partial or complete collapse of the airway leading to abnormal gas exchange, autonomic system imbalance, and frequent arousals during sleep. It occurs in 2% to 7% of our adult population. Atrial fibrillation (AF) is the most common arrhythmia in adults and has an estimated prevalence of 1% to 2%. OSA and AF share several comorbid conditions, such as obesity and advancing age, and OSA is more prevalent in patients with AF after adjusting for other cardiovascular conditions. The prevalence of AF is expected to increase 2.5-fold by 2050 as our population ages, and the economic burden it poses will rise accordingly, with a significant fraction of the cost attributed to increased hospitalization rates. New therapeutic options are needed to reduce the morbidity and healthcare costs associated with AF, and the treatment of comorbidants of OSA offers one potential option.

Even mild unrecognized sleep disordered breathing is associated with cardiovascular events. Stevenson et al. demonstrated that patients with AF had an increased rate of sleep disordered breathing compared to matched controls (68% vs. 38%) in a case-control study using polysomnograms. However, one of the cardinal symptoms used to identify OSA by clinicians is excessive daytime somnolence, a physiological state that is difficult to characterize using questionnaires and is affected by other comorbidities like depression. Recent studies in heart failure patients with OSA have demonstrated that the episodes of apnea do not correlate with sleepiness; this is thought to be caused by an increased sympathetic activity produced by the cardiac dysfunction. This could also occur in patients with AF since somnolence and sense of fatigue may be altered by many factors like hypertension, heart failure, psychiatric and thyroid disorders. A recent meta-analysis demonstrated that OSA was a significant predictor of recurrent atrial fibrillation when OSA was diagnosed with polysomnograms, but not with the Berlin Questionnaire. Since screening tools like the Berlin Questionnaire use daytime somnolence as part of their scoring system, questionnaires may not adequately identify OSA in atrial fibrillation patients. Therefore, some studies have tested the effects of CPAP therapy in nonsleepy patients by using outcome measures which did not depend on symptom assessment. To date, these studies have not shown a significant decrease in blood pressure or major cardiovascular events.

However, treating nonsleepy OSA in patients with AF may have beneficial effects for the following reasons. Several studies have demonstrated that the presence of OSA increases the risk for recurrent AF after using antiarrhythmic drugs, electrical cardioversion, and invasive procedures, such as pulmonary vein isolation for restoring sinus rhythm. It has been suggested by some authors that the presence of OSA should be considered as a risk factor for stroke in patients with atrial fibrillation. This is based on several prospective cohort studies that have found a significantly increased risk for stroke in patients with OSA. The association of OSA with age, hypertension, atrial fibrillation, and endothelial dysfunction could explain its association with cerebrovascular events. In addition, OSA might increase the risk of stroke by left to right shunting, increases in intracranial pressure, and reduced cerebral blood flow. We think that a randomized controlled pilot study that uses CPAP in patients with permanent atrial fibrillation and abnormal sleep studies independent of sleepiness symptoms could answer important questions about the relationship between the treatment of OSA and AF control and AF outcomes, such as stroke. Home-based portable sleep tests can identify sleep apnea and auto titration algorithms can provide effective OSA management at lower costs and greater convenience. Important outcomes would include the rate of cerebrovascular events, cardiac events (CHF, myocardial infarction, hospitalization), AF management (days of hospitalization, number of antiarrhythmic drugs used, interventions), and a quality of life survey. The outcome assessment would likely require a weighted composite score since the event rate for thromboembolic events in patients with AF on anticoagulation prophylaxis is only 2% per year. Alternatively, the outcome could be based on hospitalization rate. In the AFFIRM trial 76.6% of the patients were hospitalized over a three and one-half year period. If CPAP treatment reduced the rate by twenty percent per year, a sample size of 1,200 would be needed for a two-year study. Randomizing nonsleepy patients with OSA into a treatment group and a non-treatment group should not present an ethical dilemma since most of the benefit with CPAP occurs in sleepy patients with OSA, and its role in nonsleepy patients is unknown. A study like this will have difficulties with patient compliance since nonsleepy patients may not perceive symptomatic benefit. Patient education and frequent follow-up could reduce this problem. However, the possibility of reducing the medical and cost burden of atrial fibrillation is a very attractive and warrants consideration.
Figure 1—Pilot study for CPAP treatment

Nonsleepy patients with atrial fibrillation on medical management. Home-based polysomnography.
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Composite score: deaths, stroke, myocardial infarction, and quality of life, based on reference 22.
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TREATMENT OF OBSTRUCTIVE SLEEP APNEA SYNDROME WITH NASAL POSITIVE AIRWAY PRESSURE IMPROVES GOLF PERFORMANCE

Marc L. Benton, M.D., F.A.A.S.M.; Neil S. Friedman, R.N.
Morristown Medical Center, Morristown, NJ

Study Objectives: Obstructive sleep apnea syndrome (OSAS) is associated with impairment of cognitive function, and improvement is often noted with treatment. Golf is a sport that requires a range of cognitive skills. We evaluated the impact of nasal positive airway pressure (PAP) therapy on the handicap index (HI) of golfers with OSAS.

Methods: Golfers underwent a nocturnal polysomnogram (PSG) to determine whether they had significant OSAS (respiratory disturbance index > 15). Twelve subjects with a positive PSG were treated with PAP. HI, an Epworth Sleepiness Scale (ESS), and sleep questionnaire (SQ) were submitted upon study entry. After 20 rounds of golf on PAP treatment, the HI was recalculated, and the questionnaires were repeated. A matched control group composed of non-OSAS subjects was studied to assess the impact of the study construct on HI, ESS, and SQ. Statistical comparisons between pre- and post-PAP treatment were calculated.

Results: The control subjects demonstrated no significant change in HI, ESS, or SQ during this study, while the OSAS group demonstrated a significant drop in average HI (11.3%, p = 0.01), ESS, (p = 0.01), and SQ (p = 0.003). Among the more skilled golfers (defined as HI ≤ 12), the average HI dropped by an even greater degree (31.5%). Average utilization of PAP was 91.4% based on data card reporting.

Conclusions: Treatment of OSAS with PAP enhanced performance in golfers with this condition. Treatment adherence was unusually high in this study. Non-medical performance improvement may be a strong motivator for selected subjects with OSAS to seek treatment and maximize adherence.

Keywords. Golf, golf handicap, obstructive sleep apnea, nasal positive airway pressure

Commentary: A commentary on this article appears in this issue on page 1243.

Citation: Benton ML; Friedman NS. Treatment of obstructive sleep apnea syndrome with nasal positive airway pressure improves golf performance. J Clin Sleep Med 2013;9(12):1237-1242.

BRIEF SUMMARY

Current Knowledge/Study Rationale: OSAS is an extraordinarily prevalent medical condition, and there is strong evidence that successful treatment with CPAP positively impacts quality-of-life and many associated morbidities. Achieving high rates of treatment adherence remains challenging, and we felt that investigating the impact that CPAP had on a real-life outcome that has not previously been assessed, golf performance, could offer a unique insight into the potential benefits of therapy.

Study Impact: Demonstrating that CPAP treatment improves golf performance may serve as a motivator for selected patients to seek and accept therapy for OSAS when they might otherwise remain untreated. Future studies investigating the beneficial impact that treatment of OSAS and other medical conditions has on day-to-day activities may help us in our efforts to reach more patients successfully.

Obstructive sleep apnea syndrome (OSAS) is characterized by repeated episodes of airway obstruction during sleep, often leading to symptoms such as daytime sleepiness. The severity of this condition is typically determined by factors that include the frequency of the respiratory disturbances (respiratory disturbance index, or RDI, which is comprised of the average number of apneas, hypopneas, and respiratory event-related arousals per hour of sleep), often associated oxygen desaturation, and overall negative impact on restorative sleep and sleep continuity. Optimum treatment of moderate to severe OSAS (RDI > 15) usually incorporates nasal positive airway pressure (PAP).

OSAS is a risk factor for hypertension, cardiac disease, stroke, and death. It also has negative effects on neurocognitive performance, including memory, concentration, and executive function. Regular use of PAP reduces the frequency of respiratory disturbances and hypoxemia, and improves overall sleep quality. PAP compliance is typically defined as a minimum of 4 hours of use per night for at least 70% of the nights, although some studies indicate that the use of PAP for 6 or more hours per night may be more clearly associated with improvement in sleepiness, daily functioning, and memory. PAP devices commonly incorporate software that measures and records adherence data such as the number of days and duration that the PAP device is used as well as its efficacy, allowing for more accurate assessment of success with treatment. The impact of treatment on daytime sleepiness can be assessed with the Epworth Sleepiness Scale (ESS), a validated questionnaire that can be administered before and after starting PAP therapy to measure changes in daytime sleepiness.

There is conflicting evidence regarding the effect of PAP treatment on the neurocognitive deficits associated with OSAS, ranging from significant benefits to no improvement. In these studies the severity of OSAS, the degree of cognitive impairment, the optimal length of PAP treatment, and the specific areas of cognitive improvement vary, making...
meaningful interpretation of the data difficult. The impact of OSAS and its treatment has been extensively investigated with regard to motor vehicle accidents, medical risks, and academic performance in children.\textsuperscript{2,3,9,17} Surprisingly, a relative paucity of data has been published regarding the impact of this condition on athletic and recreational performance.

Golf is an internationally popular sport in which performance is largely dependent on physical and cognitive factors, including concentration, endurance, decision-making and mood control, along with hand-eye coordination and the athleticism of the participant.\textsuperscript{18} In this study we used the individual subjects’ handicap index (HI) to measure changes in their golf performance. The HI can be used to measure an individual golfer’s skill, and it can be used to allow golfers of differing skill levels to compete with each other adjusting for differing skill levels.

In the United States, most avid golfers are adult males, 40-70 years old, which coincides with the population most likely to have OSAS.\textsuperscript{1,19} The United States Golf Association (USGA) defines an avid golfer as someone who plays 25 or more rounds of golf per year, and most surveys indicate that approximately 80\% of avid golfers are male. The aim of this study was to assess the impact of PAP treatment on the neurocognitive and motor functions, stratified by their playing ability, of avid amateur golfers with moderate-to-severe OSAS. Given the known benefits of PAP therapy to OSAS patients, we expected all golfers to experience an improvement in their HI over the course of this study.

### Methods

#### Patient Selection

Patients were considered for candidacy for the treatment group of this study if they played ≥ 20 rounds of golf per year, had undergone an NPSG that demonstrated an RDI > 15, and had never been successfully treated for OSAS. Between April 2007 and August 2008, a total of 24 participants were enrolled for and completed this study: 12 participants were identified with moderately severe or worse OSAS (RDI > 15; Table 1). Twelve subjects who were matched for age and HI (Table 2) were selected as non-OSAS control subjects. All of the control subjects had either undergone an NPSG demonstrating a RDI < 15 or were felt to be at very low risk for OSAS based on a detailed evaluation by a board-certified sleep physician prior to their enrollment in the study. The original study design called for 2 control groups, with one group assessed to be at low risk for OSAS, and another group documented to have OSAS but refusing therapy or non-adherent with PAP treatment. The second control group never materialized, as all OSAS patients enrolled in this study were very compliant with their PAP therapy for the duration of the study. Most participants for this study were recruited directly from a busy sleep practice in a non-randomized fashion, with some individuals responding to flyers sent to local golf clubs and/or a newspaper article that was published during the enrollment period. All services were provided using standard outpatient treatment protocols. Billing for all services and equipment was done through healthcare insurance, and no stipends or other inducements were provided for study participation. The Atlantic Health Institutional Review Board approved this study, and all subjects signed an informed consent form at the time of their entry into this study.

#### NPSG

Each study consisted of a complete NPSG with a digital sleep system using the international 10-20 electrode placement for recording EEG, EOG, EMG from the chin, ECG, respiratory effort, oximetry, body position, airflow, snoring, and limb movement. During PAP titration studies standard algorithms were utilized to guide changes made in pressure level and modality. Studies were manually scored by a registered sleep technologist and then interpreted by a board-certified sleep physician.

#### Study Design

After the subjects signed informed consent, all participants were emailed the initial set of questionnaires. These questionnaires contained queries regarding medical and golf demographics, the ESS, a sleep questionnaire (SQ) developed by the authors to assess sleep-related quality-of-life in an online...
format, a golf questionnaire (GQ) developed by the authors to assess subjective assessment of golf performance, and a golf score template to allow score and other relevant data entry of the first 20 rounds played after treatment initiation. Participants from the OSAS group were titrated onto PAP per Sleep Lab protocol, and received all sleep care under the direct supervision of a board-certified sleep physician. They were seen by the sleep specialist at the time of treatment initiation, 4-6 weeks into treatment, and again 3-6 months afterwards. During each visit subsequent to the initiation of PAP, data card download was acquired when available, and treatment adherence was monitored throughout the duration of their participation in the study. After a total of 20 golf scores were submitted, subjects again completed the ESS, SQ, and GQ.

In order to participate in this study, each individual was required to maintain a handicap with the Golf Handicap and Information Network (GHIN), which is a service of the USGA that calculates and maintains golfer handicaps. The HI is a very complex and specific arithmetic formula that estimates how many strokes above or below par a golfer is likely to score based upon their 10 best scores out of the last 20 rounds that they have played. A number of factors are incorporated into the calculation: the actual number of strokes the golfer reports for each hole of each round that they play, the course rating, the slope rating, and other structured adjustments that are made to player scores that assure that the handicap index reflects playing skill regardless of the actual courses played during each round of golf. The course rating of each course played is a measure of golf course difficulty for scratch golfers, who are skilled golfers likely to score par on each hole played. The slope rating of each course that is played is a measure of golf course difficulty for bogey golfers (one more stroke than par per hole) relative to the course rating. Each participant’s HI was submitted by them at the time of entry into the study, and it was confirmed at the GHIN website after 20 scores had been submitted.

Statistical Analyses

Comparisons between pre- (initial) and post-PAP (final) in terms of total score from SQ, ESS, and HI were made using the paired t-test for normally distributed differences and the nonparametric Wilcoxon signed-rank test for non-normally distributed differences. The same statistical comparisons were analyzed in a subset sample including subjects with HI ≤ 12. A p-value < 0.05 was considered significant.

RESULTS

Subjects

A total of 41 participants, all male, completed consent forms. Of that total, 24 participants met the criteria for participation in the OSAS group, and 12 of them completed both sets of questionnaires and submitted 20 consecutive golf scores. There were 17 subjects who met the criteria for participation in the control group, which included undergoing either an NPSG that did not demonstrate OSAS or a formal assessment by a board-certified sleep physician identifying him as being at very low risk for having OSAS. Twelve of those participants completed both sets of questionnaires and submitted 20 consecutive golf scores. All subjects who dropped out of this study cited the inconvenience of filling out the questionnaires or submitting the scores, or that they were not playing golf frequently enough to meet the 20-score criterion. All subjects completed this study within 6 months or less of enrollment without seasonal breaks. Three of the 12 golfers in the control group and 2 of the 12 golfers in the OSAS group received golf lessons during their participation in this study.

Treatment Outcomes

The 12 control subjects demonstrated no change in HI, ESS, or SQ throughout their participation in this study (Table 3B, 4B, Figure 1). The active treatment group demonstrated a significant drop in average HI (12.4 ± 3.5 to 11.0 ± 4.7; p = 0.01), average ESS (11.8 ± 6.6 to 5.5 ± 3.6; p = 0.01), and average

| Table 3—Paired comparison between initial and final total scores from two questionnaires and handicap index in OSAS group (A) and control group (B) |
|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| A OSAS group (n = 12)                           | Initial         | Final           | Initial         | Final           | Initial         | Final           |
| Sleep questionnaire (SQ)                        | Mean 14.3       | Median 11.5     | SD 7.5          | Mean 3.1        | Median 2.0      | SD 3.1          |
| Epworth Sleepiness Scale (ESS)                  | Mean 11.8       | Median 9.5      | SD 6.6          | Mean 5.5        | Median 5.0      | SD 3.6          |
| Handicap index (HI)                             | Mean 12.4       | Median 12.9     | SD 3.5          | Mean 11.0       | Median 12.4     | SD 4.7          |
| B Control group (n = 12)                        | Initial         | Final           | Initial         | Final           | Initial         | Final           |
| Sleep questionnaire (SQ)                        | Mean 4.1        | Median 3.5      | SD 3.2          | Mean 3.6        | Median 1.5      | SD 3.6          |
| Epworth Sleepiness Scale (ESS)                  | Mean 4.8        | Median 4.0      | SD 3.0          | Mean 4.6        | Median 3.5      | SD 3.1          |
| Handicap index (HI)                             | Mean 12.2       | Median 11.7     | SD 4.7          | Mean 12.6       | Median 11.8     | SD 4.3          |

*Statistically significant.
SQ (14.3 ± 7.5 to 3.1 ± 3.1; p = 0.003) (Table 3A, Figure 1). Among the better golfers (HI ≤ 12), the average HI dropped from 9.2 ± 2.9 to 6.3 ± 3.0 (p < 0.001) and the average SQ from 10.8 ± 1.9 to 2.8 ± 2.6 (p = 0.004). The average ESS among these golfers did not drop significantly (Table 4A, Figure 2).

**Treatment Adherence**

Of the 12 subjects with OSAS, digital compliance reporting was obtained from 9 subjects. The remaining 3 participants had PAP devices that did not include digital compliance software, and they all reported 100% compliance with treatment. However, this data was not included in compliance calculations. Throughout the duration of their participation in the study, the average utilization of PAP was 91.4% of the nights, for an average of 6.3 h per night, as measured by digital compliance reporting (Table 1).

**DISCUSSION**

Improvements in the ESS and SQ in the OSAS group reconfirm that with successful treatment, patients enjoy substantial reductions in daytime somnolence. The post-treatment questionnaire scores of our subjects with OSAS were similar to those without OSAS (Table 3).

The HI dropped significantly following successful treatment of OSAS (Table 3, Figure 1). The majority of improvement was...
used to measure reductions in sleepiness, was used in this study. It has been the experience of the authors that when used to track treatment response to PAP use in OSAS patients, the ESS frequently does not correlate with the clinical assessment of the patient’s status. Because of this, we developed a simple 16-question survey (SQ) that can easily be filled out without assistance in an online format, and it contained many of the questions that we routinely ask when assessing response to PAP treatment in our patients. The answers to the SQ correlated with PAP response to a higher degree of statistical significance than the ESS did in this study, particularly in the low HI subjects. We developed a golf questionnaire in an effort to determine if there were specific aspects of playing golf that improved in the OSAS subjects with treatment. No statistically significant findings were observed, but it is possible that a modified version of that questionnaire might yield valuable insight in a larger study.

To our knowledge, there are currently no validated questionnaires that investigate the details of playing golf.

The original study design included a second control group which was to consist of subjects with OSAS who either declined treatment with PAP or were found to be non-adherent with therapy during the study period. Due to the small study size and the fact that all of the OSAS subjects exceeded compliance benchmarks, we were unable to include this control group in our data, and this represents another major factor that impacts the interpretation of the data derived from this study. In future studies, it would also make sense to wait one month after PAP therapy has been initiated before assessing the impact of treatment, as many patients need to undergo a period of acclimation and adjustments before the treatment is optimized. Despite these limits, we believe our findings are relevant in the context of OSAS treatment and have strong clinical implications.

Clinical Implications

This pilot study demonstrated a novel positive treatment outcome that some patients may identify as relevant and important as it pertains to the decisions that they make related to their healthcare. The possibility of improving golf performance may have contributed to high rates of adherence with PAP therapy in this study. Non-traditional methods of motivation could prove successful in convincing patients to seek evaluation for and accept treatment of certain medical conditions, in addition to improving treatment adherence. Enhanced performance in sports, hobbies, social, and professional endeavors should be investigated as possible motivators to improve receptiveness to and adherence with treatment.26,27 Golf performance, as defined by the HI, appears to improve in a number of subjects related to treatment of their OSAS. It is possible that other discrete aspects of performance enhancement, particularly in work and social environments, may be realized when OSA is successfully treated. Developing tools to assist in the measurement of performance in these areas may facilitate the efforts of providers to more actively engage some of their patients in the evaluation and treatment process.
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Does treating obstructive sleep apnea in golfers improve their handicap? The study by Benton and Friedman suggests that this is the case.1 If true, one could predict that golfers will be flocking to sleep centers in the near future! Most serious golfers (those who actually have a USGA Handicap and play more than 20 rounds a year) will go to enormous lengths to improve their game, such as by purchasing drivers that cost in excess of $400, putters that cost in excess of $200, iron sets that cost in excess of $1000, fairway metals or rescue clubs that can cost in excess of $200 each, and range finders that cost in excess of $200 in addition to paying $40-over $200 to play a round of golf. It is not unreasonable for a serious golfer to have several sets of clubs, the total value of which can reach several thousands of dollars (much more than the cost of a simple CPAP unit). The authors are correct in stating that motivation to have OSA diagnosed and treated among golfers would rise (possibly even “skyrocket”) if better golf and a lower handicap is one of the results.

If this is true, can it be generalized to other sports? Could improvement in athletic performance be a factor that might encourage patients to have OSA diagnosed and treated? Studies suggest that the prevalence of OSA is high in active2 and retired3 National Football League players and that the retired players also had an increased prevalence of hypertension and obesity. I am not aware that this has been studied in college football or high school football but it seems likely that, especially in lineman, the prevalence of OSA is high. It also seems that if identification and treatment of OSA would significantly improve athletic performance, that the team that did this would have a significant advantage over teams that ignored the issue, and that players in whom OSA was identified and treated would likely enjoy better long-term health. Unfortunately, there are no studies looking at the athletic outcome of treating OSA in other sports.

But are the results of the study by Benton and Friedman too good to be true? Probably. The study is a pilot study and there are significant design errors such as lack of randomization, lack of blinding to condition (subjects and study personnel), small sample size, questionably appropriate control group, and a 50% dropout rate in the OSAS group (only 12 of 24 in the OSAS group completed the study) and a 30% dropout rate in the control group (only 12 of 17 in the control group completed the study). I think that the best that can be said of this study is that the results are consistent with the hypothesis that diagnosing and treating OSA in golfers improves golfing scores.

But the study is novel and important. Larger and better-designed studies are clearly warranted to investigate the effects of treatment of OSA on athletic performance. If treating OSA improves athletic performance, I am sure that more people would elect to be evaluated and treated. Athletic performance would improve and, more important, long-term health of the athlete would improve.
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Sleep and Insulin-Like Growth Factors in the Cardiovascular Health Study
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Study Objectives: Sleep and sleep disordered breathing (obstructive sleep apnea [OSA]) are known to affect the growth hormone/insulin-like growth factor (GH/IGF) axis. While GH is known to be pulsatile and the pulsatile secretion seems to be important in some GH effects, it appears that IGF-I levels are more strongly associated with basal GH rather than with pulsatile GH.1

Design Setting: Cross-sectional analysis of participants from the year 9 visit of the Cardiovascular Health Study (CHS) who were enrolled in the Sleep Heart Health Study (SHHS).

Patients or Participants: 1,233 elderly participants from the CHS and SHHS.

Measurements and Results: The mean age of males (n = 526) and females (n = 697) was 77 years. The mean value of IGF-I (ng/mL) in males was 112.4 vs. 97.1 in females (p < 0.01). Mean IGFBP-1 and IGFBP-3 levels were higher in females than males (p < 0.01). As expected, slow wave sleep was better preserved in females compared to males (22% total sleep time vs. 9% total sleep time, p < 0.01). Furthermore, as expected, OSA (apnea-hypopnea index [AHI] ≥ 5/h) was more prevalent in males compared to females (60% vs. 46%, p < 0.01). Multivariable linear regression was used to determine the relationship between objective sleep parameters and circulating IGF-I, IGFBP-1, and IGFBP-3 levels, with adjustment for age, sex, race, BMI, diabetes, estrogen use, progestin use, and physical activity. We did not detect a significant association between slow wave sleep (SWS) (per 5 min) and IGF-I, IGFBP-1, and IGFBP-3 levels (ng/mL). We found no significant linear association between OSA (AHI ≥ 5/h) and IGF-I, IGFBP-1, and IGFBP-3 levels. Gender-stratification of the entire cohort did not alter these findings. Sensitivity analyses excluding diabetics revealed that moderate OSA (AHI ≥ 5 and < 15) is inversely associated with IGFBP-3 levels in women.

Conclusions: The relationship between SWS and GH/IGF system is not significant in the elderly. Furthermore, OSA does not appear to adversely influence the GH/IGF axis, as reported in younger individuals. Whether our study findings are due to diminished GH/IGF-I axis activity in elderly needs further investigation by replication in other large population based elderly cohorts.

Keywords: Insulin-like growth factors, IGF, IGFBP-3, slow wave sleep, sleep apnea, sleep, elderly, GH/IGF axis
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BRIEF SUMMARY
Current Knowledge/Study Rationale: While it is known that sleep and sleep disordered breathing may affect the growth hormone/insulin-like growth factor axis, there are few relevant population studies in this area specifically involving elderly individuals. We conducted this study to investigate the relationship between sleep (architecture and obstructive sleep apnea) and circulating insulin-like growth factor-1, insulin-like growth factor binding protein-1, and insulin-like growth factor binding protein-3 levels in an elderly population.

Study Impact: Due to the substantial dependence of the growth hormone/insulin-like growth factor axis on age, it is important to understand the impact of sleep architecture and sleep disordered breathing on circulating insulin-like growth factor-1 and insulin-like growth factor-binding protein levels among elderly patients. This study helps understand the independent impact of sleep architecture and sleep disordered breathing on the growth hormone/insulin-like growth factor axis in an elderly population.
First, understanding this relationship may help in determining the architecture and sleep disordered breathing on circulating IGF-I and IGFBP levels among elderly patients for several reasons. Prior studies have shown there to be an inverse relationship between the severity of sleep disordered breathing (as measured by the apnea-hypopnea index [AHI]) and IGF-I, and that this relationship appears to be independent of BMI and age. Due to the substantial dependence of the GH/IGF axis on age, it is important to understand the impact of sleep architecture and sleep disordered breathing on circulating IGF-I and IGFBP levels among elderly patients for several reasons. First, understanding this relationship may help in determining the cause of altered levels of IGF-I in some older adults. Second, IGF binding proteins have also been linked with circadian regulatory mechanisms and these IGFBPs are of proven relevance to risk of diabetes and death in older adults. Third, sleep quality, duration, and sleep disordered breathing have been implicated as a risk factor for diabetes and metabolic disorder, and effects of sleep on IGF-I and related mediators may possibly explain this association. Fourth, emerging evidence suggests a positive influence of diminished GH/IGF-I axis on longevity (via improved cancer and diabetes related outcomes). Whether this is partially mediated by the influence of sleep architecture and sleep disordered breathing on the GH/IGF-I axis is unknown.

We therefore investigated the relationship between sleep architecture and IGF-I, IGFBP-1, and IGFBP-3 levels in an elderly population of CHS participants who were also involved in the Sleep Heart Health Study (SHHS). We examined the relationship between obstructive sleep apnea (OSA) and its associated characteristics, namely hypoxemia and arousal, and circulating IGF-I, IGFBP-1, and IGFBP-3 levels among elderly participants. Due to the major impact of gender on SWS, sleep disordered breathing prevalence, and on the GH/IGF axis, we present our primary analyses in a gender stratified manner.

METHODS

Study Population
The CHS is a longitudinal cohort study that enrolled 5,888 adults, 65 years and older, from 4 US communities. It consists of an original cohort of 5,201 individuals recruited during 1989-1990 and an additional cohort of African American individuals recruited during 1992-1993. Participants were invited to repeated examinations for collection of data and blood specimens. The examinations were conducted annually through 1999, and again in 2005-2006 on surviving participants. As part of the year 9 CHS visit cycle (1998), a total of 1,350 CHS participants were enrolled into the SHHS. Briefly, the SHHS is a multicenter prospective cohort study evaluating the natural cardiovascular consequences of sleep disordered breathing. The study includes 6,441 participants ≥ 40 years of age from multiple population-based cohorts. All SHHS participants underwent a baseline examination that included portable sleep monitoring. Our study sample for the present analyses consisted of 1,233 older adults who had objective sleep measurement as part of the SHHS evaluation, as well as circulating IGF-I and IGFBP-3 levels measured as part of an ancillary study to CHS.

All participants provided informed consent, and institutional review board approvals were obtained at all participating institutions.

Sleep Measurements
The SHHS as described above collected objective sleep data on 6,441 participants (1995-1998) who underwent a full-montage unattended polysomnogram, which provided measurements pertaining to sleep architecture and sleep disordered breathing. Additionally, they completed questionnaires about sleep habits. Apnea was defined as an absence or near absence of airflow ≥ 10 seconds. Hypopnea was defined as ≥ 70% decrease in airflow plus ≥ 4% desaturation lasting > 10 seconds. The AHI was calculated as the number of apnea and hypopnea events divided by total sleep time in hours. Hypoxemia variables included average oxygen saturation, lowest oxygen saturation, and T90 (time spent with oxygen saturation less than 90%). Sleep fragmentation was assessed using the arousal index variable. In the SHHS, the arousal index was defined as the total number of arousals per hour of sleep. We excluded arousal index data from sleep studies coded as “sleep wake only” in order to account for technical issues related to EEG scoring of arousals. All sleep studies were scored by the SHHS reading center according to Rechtschaffen and Kales criteria.

IGF and Other Measurements
Physical and cognitive function tests, questionnaires, laboratory panels, and other key covariates were collected during the CHS study examinations. Laboratory measurements were performed using blood collected using standard procedures after an overnight fast and stored at -70°C. Measurements of IGFBP-1, IGFBP-3, and IGF-I were performed at the Jewish General Hospital (Montreal, Canada) after an extraction step using ELISA methods (Diagnostics Systems Laboratory, Webster, TX). Assay coefficient of variation was 4% to 6% for IGF-I concentration, and 3% to 5% for IGFBP-3 concentration. Other laboratory measurements such as fasting glucose were measured at the CHS Central Laboratory using standard methods.

Clinical Variables
Participants were considered to have diabetes at baseline if they reported use of insulin or an oral hypoglycemic agent or if they had fasting serum glucose ≥ 7.0 mmol/L (126 mg/dL). Participants were considered to have impaired fasting glucose if their fasting serum glucose level was 110 to 125 mg/dL and they were not on insulin or oral hypoglycemic agents. BMI was calculated as the measured weight in kilograms divided by the square of measured height in meters. Physical activity was measured in the CHS using a validated questionnaire—the Modified Minnesota Leisure-Time Activities Questionnaire. The questionnaire was administered by trained interviewers, and inquired about the frequency and duration of participation in 15 leisure-time activities in the 2 weeks preceding a physical examination.

Analysis
Descriptive statistics including demographic, clinical, and sleep characteristics are reported as mean or median (±
standard deviation or range, as appropriate) and are stratified by gender. Skewed variables were log transformed. IGF concentrations (IGF-1, IGFBP-1, and IGFBP-3) are similarly described. Gender-based comparisons of the above noted variables were made using χ², t-test, or Wilcoxon rank sum analyses, as appropriate. We used linear regression to model sleep variables as predictive of IGF-1, IGFBP-1, and IGFBP-3 levels. Models were adjusted for known determinants of circulating IGF-I, IGFBP-1, and IGFBP-3 concentrations, including sex, race, BMI, diabetes mellitus, physical activity, and use of sex hormones. Because of known gender dimorphism in regulation of the IGF system, we also stratified these analyses by sex. To better assess the relationship between OSA and IGF-I, IGFBP-1, and IGFBP-3, the regression analysis was examined in a restricted sample of non-diabetics and obese participants (obesity defined as a BMI ≥ 30 kg/m²).

RESULTS

The study population (n = 1,223) had a mean age of 77.5 years and included 697 women and 526 men. Mean IGF-I levels were higher among men than women (112.4 ng/mL vs. 97.1 ng/mL, p < 0.01); however, mean IGFBP-3 levels were higher among women (3835 ng/mL vs. 3460 ng/mL, p < 0.05). Overall, women in our cohort had better sleep quality than men. SWS was better preserved in females than males, with females spending 76 min on average in SWS compared to males who spent 29 min (p < 0.01). The mean AHI in females was 5.5/h vs. 9.3/h in males (p < 0.01). Since the distribution of the AHI variable in our study sample is not normal, we report the log-transformed AHI with addition of 0.01 to those records with a value of 0 for AHI (n = 14). The prevalence of OSA (AHI ≥ 5) in males was 60% and in females was 46% (p < 0.01). The prevalence of moderate OSA (AHI ≥ 15) was 29% in males, and 16% in females (p < 0.01). Women also had a lower arousal index than men (16.8 vs. 20.1, p < 0.01), suggesting less sleep fragmentation among women (Table 1).

Table 2, 3, and 4 show the association between various sleep parameters and IGF-1, IGFBP-1, and IGFBP-3 levels. Table 2 shows the entire cohort, and Tables 3 and 4 show gender-stratified results. We quantified associations as Beta (B), reflecting change in IGF-I, IGFBP-1, or IGFBP-3 for each “unit” change (5 min) in stage 2, slow wave, or REM
sleep. After adjustment for age, gender, race, BMI, diabetes, estrogen use, progestin use, and physical activity, there were no significant associations between measures of sleep disordered breathing and IGF-I, IGFBP-1, and IGFBP-3 levels. Sleep architecture was also not significantly associated with IGF-I and IGFBP levels. Time spent in stage 1 sleep (5-min increments) was not significantly associated with IGF-I, IGFBP-1, or IGFBP-3 levels. Time spent in stage 2 sleep (5-min increments) was inversely associated with IGF-I levels (\(B = -0.2\), CI = 0.03) but not with IGFBP-3 levels (\(B = 7.5\), CI 3.9, 11.2) or REM sleep. Beta (B) in the above mentioned analyses reflects change in IGF-I, IGFBP-1, or IGFBP-3 for each "unit" change (5 min) in stage 2, slow wave, or REM sleep.

Table 3—Multivariable associations of sleep measures with IGF-I, IGFBP-1 and IGFBP-3 for females

<table>
<thead>
<tr>
<th>Female Participants</th>
<th>IGF-I (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>Log2(IGFBP-1) (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>IGFBP-3 (ng/mL) (B, CI)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log2(AHI)(^a)</td>
<td>0.5 (-0.9, 2)</td>
<td>0.48</td>
<td>-0.03 (-0.07, 0.01)</td>
<td>0.17</td>
<td>-0.4 (-3.4, 3.2)</td>
<td>0.98</td>
</tr>
<tr>
<td>AHI (≥ 5)</td>
<td>-0.8 (-7.1, 5.6)</td>
<td>0.81</td>
<td>-0.05 (-0.23, 0.13)</td>
<td>0.58</td>
<td>-69.5 (-208.3, 69.4)</td>
<td>0.33</td>
</tr>
<tr>
<td>AHI (≥ 15)</td>
<td>0.3 (-7.9, 8.5)</td>
<td>0.94</td>
<td>-0.18 (-0.4, 0.05)</td>
<td>0.13</td>
<td>-24 (-198.5, 150.6)</td>
<td>0.79</td>
</tr>
<tr>
<td>AHI (≥ 30)</td>
<td>8.5 (-5.6, 22.7)</td>
<td>0.24</td>
<td>-0.11 (-0.49, 0.27)</td>
<td>0.58</td>
<td>192.2 (-92.8, 477.3)</td>
<td>0.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AHI Category</th>
<th>IGF-I (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>Log2(IGFBP-1) (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>IGFBP-3 (ng/mL) (B, CI)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 5 (ref)</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>≥ 5 and &lt; 15</td>
<td>-1.3 (-8.3, 5.7)</td>
<td>0.71</td>
<td>0.01 (-0.19, 0.21)</td>
<td>0.77</td>
<td>-87 (-240.1, 66.1)</td>
<td>0.27</td>
</tr>
<tr>
<td>≥ 15 and &lt; 30</td>
<td>-2.7 (-13.7, 8.5)</td>
<td>0.60</td>
<td>-0.2 (-0.48, 0.09)</td>
<td>0.25</td>
<td>-119.3 (-341.1, 102.5)</td>
<td>0.29</td>
</tr>
<tr>
<td>≥ 30</td>
<td>7.7 (-6.9, 22.2)</td>
<td>0.30</td>
<td>-0.13 (-0.52, 0.26)</td>
<td>0.59</td>
<td>140.9 (-153.9, 435.7)</td>
<td>0.35</td>
</tr>
<tr>
<td>Stage 1 Time (per 5 min)</td>
<td>-0.1 (-1.3, 1.2)</td>
<td>0.94</td>
<td>0.002 (-0.035, 0.039)</td>
<td>0.92</td>
<td>8.2 (-20.9, 37.3)</td>
<td>0.58</td>
</tr>
<tr>
<td>Stage 2 Time (per 5 min)</td>
<td>-0.3 (-0.5, 0)</td>
<td>0.03</td>
<td>-0.001 (-0.008, 0.006)</td>
<td>0.80</td>
<td>-1.2 (-6.6, 4.2)</td>
<td>0.66</td>
</tr>
<tr>
<td>Stage 3/4 Time (per 5 min)</td>
<td>-0.1 (-0.4, 0.2)</td>
<td>0.46</td>
<td>0.003 (-0.006, 0.012)</td>
<td>0.48</td>
<td>0.3 (-7.2, 6.7)</td>
<td>0.94</td>
</tr>
<tr>
<td>REM Time (per 5 min)</td>
<td>-0.1 (-0.7, 0.4)</td>
<td>0.62</td>
<td>0 (-0.016, 0.016)</td>
<td>0.97</td>
<td>12.2 (-0.3, 24.7)</td>
<td>0.06</td>
</tr>
</tbody>
</table>

\(^a\)Log-Transformed AHI with addition of 0.01 to those records with a value of 0 for AHI (n = 14).

Table 4—Multivariable associations of sleep measures with IGF-I, IGFBP-1 and IGFBP-3 for males

<table>
<thead>
<tr>
<th>Male Participants</th>
<th>IGF-I (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>Log2(IGFBP-1) (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>IGFBP-3 (ng/mL) (B, CI)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log2(AHI)(^a)</td>
<td>-0.4 (-2.4, 1.6)</td>
<td>0.71</td>
<td>-0.003 (-0.05, 0.044)</td>
<td>0.89</td>
<td>3.2 (-34.3, 40.6)</td>
<td>0.87</td>
</tr>
<tr>
<td>AHI (≥ 5)</td>
<td>-3.8 (-12.4, 4.8)</td>
<td>0.39</td>
<td>0.01 (-0.2, 0.22)</td>
<td>0.90</td>
<td>-99.2 (-284.9, 66.5)</td>
<td>0.24</td>
</tr>
<tr>
<td>AHI (≥ 15)</td>
<td>-2.9 (-11.1, 5.3)</td>
<td>0.49</td>
<td>0.19 (-0.01, 0.39)</td>
<td>0.06</td>
<td>-128.2 (-289.5, 33)</td>
<td>0.12</td>
</tr>
<tr>
<td>AHI (≥ 30)</td>
<td>-0.1 (-11.3, 11.1)</td>
<td>0.99</td>
<td>0.08 (-0.2, 0.37)</td>
<td>0.57</td>
<td>-119.7 (-345.7, 106.2)</td>
<td>0.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AHI Category</th>
<th>IGF-I (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>Log2(IGFBP-1) (ng/mL) (B, CI)</th>
<th>(p)</th>
<th>IGFBP-3 (ng/mL) (B, CI)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 5 (ref)</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>≥ 5 and &lt; 15</td>
<td>-3.1 (-12.9, 6.6)</td>
<td>0.53</td>
<td>-0.06 (-0.3, 0.17)</td>
<td>0.58</td>
<td>-66.7 (-250, 116.7)</td>
<td>0.48</td>
</tr>
<tr>
<td>≥ 15 and &lt; 30</td>
<td>-5.8 (-17.3, 5.8)</td>
<td>0.33</td>
<td>0.13 (-0.15, 0.41)</td>
<td>0.36</td>
<td>-117.6 (-342.8, 107.7)</td>
<td>0.31</td>
</tr>
<tr>
<td>≥ 30</td>
<td>-2.7 (-15.3, 9.9)</td>
<td>0.67</td>
<td>0.08 (-0.23, 0.4)</td>
<td>0.61</td>
<td>-174.5 (-427.1, 78)</td>
<td>0.18</td>
</tr>
<tr>
<td>Stage 1 Time (per 5 min)</td>
<td>-1 (-2.1, 0.1)</td>
<td>0.07</td>
<td>-0.02 (-0.04, 0.01)</td>
<td>0.22</td>
<td>-4.4 (-24.7, 16)</td>
<td>0.67</td>
</tr>
<tr>
<td>Stage 2 Time (per 5 min)</td>
<td>-0.2 (-0.5, 0.2)</td>
<td>0.36</td>
<td>-0.002 (-0.01, 0.006)</td>
<td>0.57</td>
<td>-1.9 (-8.2, 4.5)</td>
<td>0.57</td>
</tr>
<tr>
<td>Stage 3/4 Time (per 5 min)</td>
<td>-0.1 (-0.6, 0.4)</td>
<td>0.72</td>
<td>0.002 (-0.011, 0.015)</td>
<td>0.74</td>
<td>1.3 (-8.9, 11.6)</td>
<td>0.80</td>
</tr>
<tr>
<td>REM Time (per 5 min)</td>
<td>0.4 (-3.1, 1.1)</td>
<td>0.25</td>
<td>-0.03 (-0.04, -0.01)</td>
<td>0.00</td>
<td>8.6 (-5.5, 22.8)</td>
<td>0.23</td>
</tr>
</tbody>
</table>

\(^a\)Log-Transformed AHI with addition of 0.01 to those records with a value of 0 for AHI (n = 14).
DISCUSSION

This study evaluated the relationship between sleep (architecture and disordered breathing) and the GH/IGF-I system in an elderly population of patients who were enrolled in the CHS and who also participated in the SHHS. The major findings of our study are: (a) No significant association was found between SWS and circulating IGF-I, IGFBP-1, or IGFBP-3 levels after adjusting for confounding variables (b) No significant association was detected between measures of sleep disordered breathing and circulating IGF-I, IGFBP-3 or IGFBP-3 levels. (c) Among non-diabetic females, an inverse association was detected between moderate sleep apnea (AHI of 15-30/h) and IGFBP-3 after adjustment for confounding variables.

Numerous studies support a strong relationship between SWS and increased GH secretion. Increased SWS has also been associated with increased IGF-I levels. In our study of elderly individuals, to the contrary, we found no significant correlation between SWS and IGF-I, IGFBP-1, or IGFBP-3 levels. Based on our study findings, we conclude that the relationship between SWS and the GH/IGF-I axis is not as robust in the elderly as among younger individuals. We found weak yet significant associations between non-SWS and circulating IGF-I, IGFBP-1, or IGFBP-3 levels. The relationship between SWS and circulating IGF-I, IGFBP-3 levels after adjustment for confounding variables. We also did not detect a significant association between sleep disordered breathing and IGFBP-1, IGFBP-3 levels; an association that has been described in prior studies. Ursavas et al. has reported a negative correlation between measures of OSA (arousal index, AHI, average desaturation) and IGF-I levels. In that study, the mean age of the study sample was 48.8 years among the control participants and 52 years among those with impaired glucose tolerance.

Table 5—Multivariable associations of sleep measures with IGF-I, IGFBP-1 and IGFBP-3 for non-diabetic participants

<table>
<thead>
<tr>
<th>Non-Diabetics</th>
<th>Adjusted for age, gender, race, BMI, estrogen use, progestin use, and physical activity</th>
<th>IGF-I (ng/mL)</th>
<th>Log2(IGFBP-1) (ng/mL)</th>
<th>IGF-I (ng/mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (CI) p</td>
<td>B (CI) p</td>
<td>B (CI) p</td>
<td></td>
</tr>
<tr>
<td>Log2(AHI)*</td>
<td>0.2 (-1.1, 1.5) 0.75</td>
<td>-0.02 (-0.05, 0.02) 0.29</td>
<td>-9.3 (-13.5, 17.2) 0.49</td>
<td></td>
</tr>
<tr>
<td>AHI (≥ 5)</td>
<td>-1.5 (-7.1, 4.1) 0.59</td>
<td>-0.05 (-0.2, 0.1) 0.48</td>
<td>-84.7 (-198, 28.7) 0.14</td>
<td></td>
</tr>
<tr>
<td>AHI (≥ 15)</td>
<td>-3 (-9.5, 3.6) 0.38</td>
<td>-0.01 (-0.19, 0.16) 0.88</td>
<td>-99.5 (-231.2, 32.2) 0.14</td>
<td></td>
</tr>
<tr>
<td>AHI (≥ 30)</td>
<td>2.9 (-6.7, 12.4) 0.56</td>
<td>-0.07 (-0.33, 0.19) 0.58</td>
<td>41.1 (-151.7, 234) 0.68</td>
<td></td>
</tr>
<tr>
<td>AHI Category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 5 (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 5 and &lt; 15</td>
<td>-0.8 (-7.5, 5.4) 0.80</td>
<td>-0.06 (-0.23, 0.1) 0.46</td>
<td>-63 (-188.4, 62.5) 0.33</td>
<td></td>
</tr>
<tr>
<td>≥ 15 and &lt; 30</td>
<td>-5.4 (-14.3, 1.1) 0.21</td>
<td>-0.01 (-0.23, 0.22) 0.93</td>
<td>-185.3 (-358, -12.6) 0.04</td>
<td></td>
</tr>
<tr>
<td>≥ 30</td>
<td>1.5 (-6.8, 11.7) 0.77</td>
<td>-0.1 (-0.38, 0.18) 0.47</td>
<td>-17.9 (-222.5, 186.6) 0.86</td>
<td></td>
</tr>
<tr>
<td>Stage 1 Time (per 5 min)</td>
<td>-0.88 (-1.79, 0.02) 0.06</td>
<td>-0.01 (-0.04, 0.01) 0.36</td>
<td>-10.9 (-29.7, 7.8) 0.25</td>
<td></td>
</tr>
<tr>
<td>Stage 2 Time (per 5 min)</td>
<td>-0.21 (-0.43, 0.01) 0.06</td>
<td>-0.001 (-0.007, 0.005) 0.66</td>
<td>-1.7 (-6.3, 2.8) 0.46</td>
<td></td>
</tr>
<tr>
<td>Stage 3/4 Time (per 5 min)</td>
<td>-0.18 (-0.48, 0.12) 0.24</td>
<td>0.002 (-0.006, 0.01) 0.66</td>
<td>-0.4 (-6.6, 5.8) 0.90</td>
<td></td>
</tr>
<tr>
<td>REM Time (per 5 min)</td>
<td>0.14 (-0.34, 0.62) 0.57</td>
<td>-0.01 (-0.02, 0.01) 0.40</td>
<td>10.7 (0.5, 20.9) 0.04</td>
<td></td>
</tr>
</tbody>
</table>

*Log-Transformed AHI with addition of 0.01 to those records with a value of 0 for AHI (n = 14).
sleep apnea. In comparison, the mean age of our study sample is 77.5 years. Therefore, our study is better designed to assess the relationship between sleep and GH/IGF axis in the elderly. Our study is further strengthened by adjusting our multivariable models for important confounding variables including age, BMI, physical activity, and use of sex hormones. We also conducted gender-stratified analyses in addition to sensitivity analyses, excluding obese and diabetic individuals in order to better assess the relationship between sleep and GH/IGF axis. In doing so, we found that although the association between sleep disordered breathing and IGFBP-3 was not significant in the entire cohort or the gender-stratified cohort; there was a significant association in female non-diabetics, where moderate sleep disordered breathing was inversely associated with IGFBP-3 levels. This was not seen in male non-diabetic participants. Therefore, our study demonstrates that the associations between sleep disordered breathing and IGF-I, IGFBP-1, and IGFBP-3 are not significant in an elderly cohort and that sleep disordered breathing likely does not adversely affect the GH/IGF axis (as seen in younger individuals). Our study suggests an inverse association between moderate sleep apnea and IGFBP-3 among female non-diabetics. However, this finding should be interpreted with caution, as a similar association was not seen with mild or severe sleep apnea.

A limitation of our study is that sleep and IGF measures were not collected on the same day but rather within one year of each other. However, in additional analyses we found strong correlation among IGF-1 levels within individuals between two study visits conducted 12 months apart (r = 0.86). Thus, because IGF-I levels are relatively stable over the short term in the elderly, the measured IGF-I levels used in this study are likely strongly correlated with the measurements that would have been obtained on the same day as the sleep examination. Although we adjusted for potential confounding variables in our regression models, residual confounding by unmeasured variables is possible. In addition, given multiple influences in the elderly that result in relatively low levels of IGFs, it is possible that we may not have had adequate statistical power to detect relatively subtle effects of sleep variables on IGF levels. On the other hand, our study has numerous strengths. It is the first study of its kind to assess an association between sleep architecture and the GH/IGF axis. Future studies are needed to clarify the role in aging on the relationship between sleep and GH/IGF axis in order to better understand the implications of circulating levels of IGF-I and IGFBPs in risk of cancer, cardiovascular diseases, functional status, and mortality.
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Obstructive sleep apnea (OSA), defined as impaired patency of the upper airway during sleep, resulting in apneas (complete cessation of airflow for at least 10 seconds) and/or hypopneas (50% reduction in airflow), is one of the most common forms of sleep disordered breathing (SDB). OSA can result in hundreds of brief arousals from sleep in a single night and affects approximately 2% of women and 4% of men nationwide; with higher rates documented among military veterans (6.5%). Indeed, OSA is one of the most common, yet underdiagnosed, causes of sleep disturbances among veterans, showing no remittance without treatment or lifestyle changes (loss of weight). The nearly twofold difference in prevalence of OSA among veterans, compared to community samples, is thought to be due, at least in part, to two risk factors which are common among veterans: male gender and obesity.

In addition to direct effects (e.g., daytime fatigue, disturbed sleep, irritability, memory problems, and decreased quality of life), OSA is associated with a number of indirect physical and psychological complications. Such complications include hypertension, heart disease and heart failure, stroke, insulin resistance and impairments in neurocognitive functioning, workplace and driving accidents, and elevated psychological symptoms. While the associations between OSA and physiological conditions are well established, research is starting to expand our knowledge of the relation between OSA and psychopathology.
OSA and Mood Disorders

To date the majority of studies investigating the association between OSA and psychopathology have focused on mood disorders, specifically major depressive disorder (MDD). While a few studies have demonstrated a lack of an association between OSA and MDD, a majority have pointed, instead, to a strong relation between OSA and MDD. For example, community-based epidemiological work has suggested that individuals with MDD are at a five-fold greater risk for having OSA than healthy controls, with between 44.6% and 56% of patients with OSA meeting criteria for MDD. Providing further support for the relation between OSA and MDD, intervention studies have demonstrated that treatment of OSA (via continuous positive airway pressure [CPAP] or surgery) results in improvements in depressive symptoms.

OSA and Anxiety Disorders

Relatively less research has investigated the relation between OSA and anxiety disorders. The work that has been done in this area has demonstrated that 16.7% of military veterans with OSA also had an anxiety disorder. Though the comorbidity between OSA and anxiety is striking, the majority of work conducted on this association has specifically focused on the relation between OSA and posttraumatic stress disorder (PTSD), and to a lesser extent, panic disorder (PD). Indeed, 12.86% of veterans with OSA have a diagnosis of PTSD; and OSA has been associated with nocturnal panic attacks and aggravation of panic symptoms. Intervention research further supports this association. Similar to findings with MDD, the treatment of OSA through the use of CPAP reduces symptoms of PTSD and panic. Unfortunately, over 50% of veterans with PTSD are non-adherent to CPAP, a significantly lower adherence rate than veterans without PTSD, suggesting that PTSD itself may interfere with successful treatment of OSA.

OSA and Substance Use Disorders

A relative dearth of research has investigated the relation between OSA and substance use disorders (SUDs), with generally mixed results among existing empirical investigations. Cross-sectional work has suggested a relation between OSA and SUDs, particularly alcohol use disorders. However, epidemiological work among military veterans has found no differences in SUD diagnosis (or alcohol use disorders, specifically) between those with and without OSA. While this finding may have been influenced by differential rates of diagnosis across Veterans Affairs (VA) facilities, further research is clearly needed to better understand the relation between OSA and SUDs.

Summary

Taken together, previous work has documented a relation between OSA and psychopathology, with the strongest associations being observed for MDD, anxiety disorders, and PTSD, specifically. To date, there has been only one study investigating the relation between OSA and psychopathology within the VA Health Care System, which is surprising given the heightened prevalence of OSA among veterans. This study was a cross-sectional retrospective review of a centralized VA database between the years 1998 and 2001. The sample included 4,060,504 military veterans with and without sleep apnea. ICD-9-CM codes were extracted to identify diagnostic status of sleep apnea and psychological conditions. Results from logistic regressions demonstrated that OSA was associated with increased risk for psychological diagnosis including MDD (21.8%), anxiety (16.7%), PTSD (11.9%), and bipolar disorder (3.3%). Two main extensions to this prior work are needed in order to inform our understanding of the relations between OSA and psychopathology among veterans. First, the study by Sharafkhaneh and colleagues did not account for differential diagnosis rates across VA facilities, which may explain the observed associations between OSA and psychological diagnosis. Second, relatively little work has accounted for third factors that may influence the observed associations. For example, it is possible that a common risk factor for both OSA and psychopathology may be driving these relations (e.g., severity of obesity).

The Role of Severity of Obesity

Obesity is associated with mood, anxiety, and somatoform disorders as well as elevations in psychological distress. In addition, obesity is one of the leading risk-factors for OSA. The relation between obesity and OSA is thought to be due to anatomical modifications that result in either upper airway constriction or reduction in lung volume, leading to a loss of caudal traction of the upper airway and pharyngeal collapse. In fact, a one standard deviation increase in body mass index (BMI) has been associated with a 4-fold increase in the prevalence of OSA. Indeed, of those with severe obesity (BMI > 40), the prevalence of OSA ranges between 40% and 90%. Given these associations, there is clearly a need to account for the severity of obesity when assessing relations between OSA and psychological diagnoses.

Current Study

We sought to replicate and extend the work of Sharafkhaneh by examining the association between OSA and the likelihood of being diagnosed with a psychological condition. We aimed to test these associations among obese veterans across all 140 Veterans Health Administration (VHA) facilities, after accounting statistically for the potentially correlated nature of both patients and diagnostic conventions within each facility as well as severity of obesity (i.e., BMI). We examined these relations among obese veterans only, as we wanted to investigate if the pattern of these relations remained consistent with findings from Sharafkhaneh when examining a population at significant risk for both psychological conditions and OSA. Based on prior research, we hypothesized that individuals with a diagnosis of OSA would be more likely to be diagnosed with (a) mood disorders, and (b) anxiety disorders, but not (c) substance use disorders. In addition, we expected these relations would hold after accounting for severity of obesity (i.e., BMI).

METHODS

The current study is a retrospective cross-sectional database review of all outpatient medical records collected across each of the 140 VHA facilities for fiscal year (FY) 2010 (October 2009-September 2010). Study procedures were approved by the
VA Palo Alto Health Care System’s research office and Stanford University’s Human Research Protection program.

Information Collected

Data Extraction

Data were obtained from the outpatient VHA Decision Support System (DSS) database. The DSS is a national clinical centralized relational database that includes encounter data from VHA clinical information systems. Patient information, including but not limited to, demographics, diagnoses, procedures, and services provided are updated on a daily basis. In order to construct a database appropriate for the current analyses, SAS v9.2 was used to extract demographic variables, body mass index (BMI), obesity-related physical conditions (ICD-9-CM codes), psychological diagnoses (ICD-9-CM codes), and diagnosis of sleep apnea. A unique identifier (scrambled social security number) was used to obtain complete patient records within the DSS.

Selection of Participants

Within the DSS we sought to identify veterans at-risk for sleep apnea as a function of obesity. From the 5,576,858 total VHA outpatients seen in FY2010 across the 140 facilities, 64% (N = 3,574,765) had at least one record entry of height and weight available to calculate BMI. Previous research using this database has indicated that 90% of within-person repeated measures demonstrated < 1-inch differences in height and < 2% had different values for weight. Based on this work, we included individuals with ≥ 1 measurement for height and weight in order to optimize our potential sample size. In the case of multiple values per patient, the largest biologically plausible (i.e., height < 84 inches and weight < 700 pounds), value was used to calculate BMI. The largest weight value was chosen because those fluctuating throughout the year in meeting obesity criteria were considered higher risk than those not meeting criteria at any point during the year. Patients were retained in the final sample (n = 2,485,658) if they had a (a) BMI ≥ 30, or (b) 25 ≤ BMI < 30 and at least one obesity associated comorbidity (e.g., diabetes, hypertension, hyperlipidemia, heart disease, congestive heart failure, cholelithiasis, osteoarthritis, low back pain, gastroesophageal reflux disease, and obstructive sleep apnea).

Measures

Outcome Variables

The primary outcomes of this study included psychological diagnostic status. All diagnoses were made by outpatient health care providers and are based on diagnostic criteria consistent with ICD-9-CM diagnoses. Previous work has vetted the accuracy of diagnoses within VA administrative databases. First, we investigated psychological diagnostic status across broad classifications including (a) mood disorders, (b) anxiety disorders, and (c) substance use disorders (SUDs; see Table 1 for corresponding ICD-9-CM codes). Second, in the event of a clinically significant finding within a classification, subsidiary analyses were then conducted for each specific disorder (e.g., PTSD, MDD, alcohol use disorder; see Table 1 for corresponding ICD-9-CM codes) comprising that classification. All outcomes were binary (0 = absence of diagnosis, 1 = presence of diagnosis).

Explanatory Variables

To determine patient characteristics associated with psychological diagnostic status, data on patient variables were obtained including: (a) BMI (defined as [703 × weight in pounds]/height in inches squared), (b) obesity-related comorbidities (diabetes: ICD-9-CM 250, 357.2, 362.0, 366.41; hypertension (401-405); 8 additional obesity-related comorbidities summarized in Table 1), and (c) sleep apnea (see Table 1 for details). All variables, with the exception of BMI, were binary (0 = absence, 1 = presence).

Data Analytic Plan

To describe and explore variability in facility-level rates of psychological diagnoses and sleep apnea diagnosis, we calculated the rate of each respective diagnosis (number of patients...
with the diagnosis divided by the total number of patients in the facility) in each of the 140 VHA facilities. Next, in order to evaluate the relation between sleep apnea, obesity, and psychological diagnoses (anxiety disorder, mood disorder, substance abuse disorder) we conducted three primary analyses using generalized linear mixed effects models. Independent models were generated for each binary dependent variable (i.e., anxiety disorder, mood disorder, substance use disorder). In the event of a clinically significant finding, subsidiary analyses were conducted for each specific disorder comprising the significant category of psychopathology. Within all models, a random effect for facility was included to account for grouping of patients within VHA facilities. PROC GLIMMIX procedures available within SAS V 9.2 were used to perform estimation and statistical inference for generalized linear mixed effects models.

**RESULTS**

**Rates of Diagnosis**

In FY2010, PTSD (12.30%) was the most common psychological diagnosis among obese veterans, followed by: MDD (6.40%), SUD (4.19%), bipolar disorder (I and II; 2.63%), generalized anxiety disorder (1.75%), panic disorder (0.91%), agoraphobia (0.35%), and social anxiety disorder (0.11%). Additionally, 6.68% of obese veterans received a diagnosis of sleep apnea.

**Facility-Level Correlates of Psychological Disorder Diagnosis**

In relation to facility-level correlates of psychological diagnosis, the intraclass correlation (ICC) of the intercept-only model indicated that 9.4% of the total variance in mood disorder diagnosis was between facilities rather than explainable by patient factors. Similarly, 10.3% of the total variance in anxiety disorder diagnosis and 20.3% of variance in SUD diagnosis were attributable to differences between facilities.

**Final Model**

Results from the final multi-predictor analyses are provided below. Results are discussed in relation to each diagnostic classification (i.e., mood disorders, anxiety disorders, SUDs). Next, in the case of a clinically significant finding, results are presented for each specific disorder comprising the respective classification of psychopathology.

**Mood Disorders**

After accounting for the correlated nature of patients within facility, individuals with a diagnosis of sleep apnea had increased odds of receiving a mood disorder diagnosis (OR = 1.85; CI = 1.80-1.88; p < 0.001). Results remained after accounting for BMI, such that after holding BMI constant, a diagnosis of sleep apnea was associated with increased odds of a mood disorder diagnosis (OR = 1.75; CI = 1.62-1.89; p < 0.001). In comparison, when holding sleep apnea diagnosis constant, BMI was not associated with the odds of having a mood disorder diagnosis (OR = 1.04; CI = 1.03-1.04). Subsidiary analyses indicated that individuals with a sleep apnea diagnosis had a 1.4 times (p < 0.001) greater likelihood of having a diagnosis of MDD, and a 1.01 times (p < 0.001) greater likelihood in having a bipolar disorder diagnosis. Results remained after accounting for BMI such that when holding BMI constant, individuals with sleep apnea had greater odds of having a diagnosis of MDD (OR = 0.59; CI = 0.58-0.60; p < 0.001) and to a lesser extent, bipolar disorder (OR = 0.48; CI = 0.46-0.49; p < 0.001). Consistent with the primary analysis, results were nonsignificant when holding sleep apnea constant.

**Anxiety Disorders**

After accounting for the correlated nature of patients within facility, individuals with a diagnosis of sleep apnea were at greater odds of receiving an anxiety disorder diagnosis (OR = 1.82; CI = 1.77-1.84; p < 0.001). Results remained after accounting for BMI, such that after holding BMI constant, a diagnosis of sleep apnea was associated with increased odds of an anxiety disorder diagnosis (OR = 0.54; CI = 0.53-0.56; p < 0.001). Again, consistent with the primary analysis, results were nonsignificant when holding sleep apnea constant.

**Substance Use Disorders**

After accounting for the correlated nature of patients within facility, individuals with a diagnosis of sleep apnea were not at clinically greater odds of receiving a substance use disorder diagnosis (OR = 0.94; CI = 0.92-0.97). Due to the nonsignificant findings, further analyses were not conducted.

**DISCUSSION**

Results from this study demonstrate that, among obese veterans in the VA Health Care System, a diagnosis of sleep apnea is associated with increased risk for having a mood or anxiety disorder, but not a substance use disorder. The strongest associations were observed for MDD and PTSD. In addition, results remained after accounting for BMI, such that when holding BMI constant, individuals with sleep apnea had increased odds of both mood and anxiety disorders, specifically MDD, bipolar disorder, PTSD, panic disorder, generalized anxiety disorder, and agoraphobia.

Obese veterans with sleep apnea had clinically significant greater odds of having a mood disorder. This finding is consistent with previous research. In addition, when holding BMI constant, a significant relation emerged for mood disorders. This
indicates that the association between sleep apnea and mood disorders is attributable, at least in part, to factors other than BMI. While mixed results exist for the relation between sleep apnea and MDD, results from specificity analyses supported previous research,20 indicating an association between sleep apnea and MDD (and to a lesser extent bipolar disorders) as the strongest association within the mood disorders. As results demonstrated that the association was above and beyond BMI, it is unlikely that among this sample BMI was affecting the nature of the relation between sleep apnea and MDD. Two primary theoretical models have been posited to explain this relation. First, some have suggested that the relation between sleep apnea and MDD is explained by depression secondary to a general medication condition.38 Additional work has suggested that hypoxemia, fragmented sleep, and the daytime consequences of poor sleep (fatigue, excessive daytime sleepiness) have been shown to increase depressed mood.59 Unfortunately, the cross-sectional nature of the present investigation does not allow for an understanding of the temporal relations of the observed associations.

Obese veterans with sleep apnea also had clinically significant greater odds of having an anxiety disorder. This finding adds to the literature base supporting an association between sleep apnea and anxiety.20 Further, results remained after accounting for BMI, such that when holding BMI constant, sleep apnea was still associated with anxiety disorders. Consistent with the findings regarding mood disorders, this suggests that the relation between sleep apnea and anxiety is above and beyond the impact of BMI. In terms of specific anxiety disorders, results indicated that sleep apnea had the strongest association with PTSD (followed by panic disorder and generalized anxiety disorder), a consistent finding in the recent literature.20

As expected, we did not observe an association between sleep apnea and substance use disorders. This is consistent with previous research conducted among veterans,20 however, is in contrast to a host of additional work suggesting an association between substance use disorders and sleep apnea.40,41 This finding may be influenced by data collection methods. This is to say, all data were collected from outpatient VA records. It is possible that individuals with severe substance abuse disorders (a) do not seek treatment within the VA, or (b) are more likely to use inpatient and residential services, which were not included here. While this study has a number of strengths, including the use of a large sample across the VA health care system, and accounting for differential rates of diagnosis across facilities, there are some limitations which should be considered when interpreting these results. First, the data presented here are cross-sectional in nature and therefore causal or temporal conclusions cannot be made, nor can we identify mechanisms that may be involved in the observed associations. However, as findings have replicated those of Sharafkhaneh and colleagues,20 future research would now benefit from determining mechanisms that may further explain the differential relations between sleep apnea and mood/ anxiety versus substance use disorders. Second, a number of individuals were excluded due to missing height and/or weight assessments. Future research would benefit from more consistent inclusion of these assessments. Third, all data were obtained from a retrospective database review of ICD-9-CM diagnostic codes. While the reliance on ICD-9-CM diagnostic codes within DSS data introduces the potential for miscoding or misclassification, ICD-9-CM codes have generally been found to be a valid proxy for estimating disorder and have been consistently used within VA research.20,43 Future research would benefit from the inclusion of longitudinal work using standardized assessments. For example, inclusion of multi-modal assessment would strengthen confidence in diagnoses, especially in relation to sleep apnea. Here, inclusion of a sleep laboratory assessment to confirm sleep apnea status would be beneficial. This form of assessment would also allow for the determination of history and type of sleep apnea, as well as the patients’ involvement in treatment for sleep apnea, which our current data cannot provide. Fourth, as our sample was comprised entirely of obese veterans, we may have a restricted range of BMI, which may have affected the observed findings. Finally, the use of an entirely veteran sample may limit the generalizability of the findings. While our prevalence rates of PTSD are consistent with past VA research and VA diagnostic trends,44 observed rates of MDD were significantly lower than among other VA samples.20 These findings should be replicated among other VA, as well as non-veteran and female samples.

Despite these limitations, results provide preliminary clinical implications. Namely, findings indicate a strong association between mood and anxiety disorders and sleep apnea among obese veterans. This highlights the importance of conducting sleep apnea assessments among obese veterans with mood and anxiety disorders (especially MDD and PTSD), as well as conducting anxiety and mood assessments among obese veterans with sleep apnea. Such information could aid in the allocation of resources in order to optimize treatments for psychopathology and sleep apnea.
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Comparing a Combination of Validated Questionnaires and Level III Portable Monitor with Polysomnography to Diagnose and Exclude Sleep Apnea
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**Study Objectives:** Questionnaires have been validated as screening tools in adult populations at risk for obstructive sleep apnea (OSA). Portable monitors (PM) have gained acceptance for confirmation of OSA in some patients with a high pretest probability of the disorder. We evaluated the combined diagnostic utility of 3 validated questionnaires and a Level III PM in the diagnosis and exclusion of OSA, as compared with in-laboratory polysomnography (PSG) derived apnea hypopnea index (AHI).

**Methods:** Consecutive patients referred to the Sleep Disorders Clinic completed 3 testing components: (1) 3 questionnaires (Berlin, STOP-Bang, and Sleep Apnea Clinical Score [SACS]); (2) Level III at-home PM (MediByte) study; and (3) Level I in-laboratory PSG. The utility of individual questionnaires, the Level III device alone, and the combination of questionnaires and the Level III device were compared with the PSG.

**Results:** One hundred twenty-eight patients participated in the study (84M, 44F), mean ± SD age 50 ± 12.3 years, BMI 31 ± 6.6 kg/m². At a PSG threshold AHI = 10, the PM derived respiratory disturbance index (RDI) had a sensitivity and specificity of 79% and 86%, respectively. The sensitivity and specificity for the other screening tools were: Berlin 88%, 25%; STOP-Bang 90%, 25%; SACS 33%, 75%. The sensitivity and specificity at a PSG AHI = 15 were: PM 77%, 95%; Berlin 91%, 28%; STOP-Bang 93%, 28%; SACS 35%, 78%.

**Conclusions:** Questionnaires alone, possibly given a reliance on sleepiness as a symptom, cannot reliably rule out the presence of OSA. Objective physiological measurement is critical for the diagnosis and exclusion of OSA.

**Keywords:** Screening tools, obstructive sleep apnea, questionnaires, portable monitoring, home sleep testing
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Obstructive sleep apnea (OSA) affects 24% of adult men and 9% adult women in North America.1-3 A questionnaire-based survey in 2009 by the Public Health Agency of Canada (PHAC) estimated that 22% (5.4 million) of adult Canadians report either being diagnosed with sleep apnea (3%) or are at high risk for OSA (19%).4 Untreated OSA has been associated with serious long-term medical and neurocognitive complications, including premature death.5-7

The recommended diagnostic test for OSA includes an overnight in-laboratory technologist-attended sleep study (Level 1 polysomnography [PSG]).8 In addition to monitoring sleep stage by electroencephalography, electro-oculography, and chin electromyography, PSG includes monitoring of electrocardiography, respiratory effort, airflow (nasal pressure and oronasal thermal sensor) and snoring, oxygen saturation, leg movements via electromyography on the anterior tibialis muscles, and body position. This procedure is time- and labor-intensive, and costly. Given the large number of individuals in the population likely to be suffering from OSA, it is not surprising that a great majority remain undiagnosed.9 It is clear that the challenge of providing a diagnosis of OSA to those suffering from the disorder cannot rely on in-laboratory polysomnography alone, and that simpler and less expensive diagnostic tests are needed. Several such tests for diagnosing OSA, including questionnaires and at-home portable sleep monitors (PM), have been investigated.10-13

Several questionnaires have been validated to assist in the stratification of patients as high risk or low risk for OSA based...
on clinical symptoms and anthropomorphic risk factors. Portable monitors that include the recording of oximetry, respiration, heart rate and rhythm, and body position have gained increasing acceptance as a diagnostic tool for sleep apnea. The complexity of physiological measures included range from the equivalent of a full PSG at home without the continuous attendance of a technologist (Level II polysomnography) to overnight pulse oximetry alone (Level IV). In a previous report, we demonstrated a high level of agreement for OSA between a Level III portable device and in-laboratory PSG for the diagnosis of OSA, particularly at a threshold AHI of 15 (moderate OSA). Hence, we were curious whether we could harness the screening power of validated questionnaires and the objective physiological measures provided by a Level III device to optimize out-of-laboratory diagnosis of OSA, and potentially obviate the need for PSGs in non-selected referrals to the sleep clinic. We evaluated the combined use of three previously validated questionnaires and a home-based Level III portable monitoring study compared with in-laboratory PSG, for the diagnosis of OSA in consecutive referrals to the sleep clinic.

METHODS

Study Participants

Consecutive referrals to the Sleep Disorders Clinic at Kingston General Hospital, Kingston, ON, were invited to participate in the study. All patients were informed that their participation was completely voluntary, and they received nominal compensation for incurred expenses only. The study was approved by Queen’s University Health Sciences and the affiliated teaching hospital’s research ethics board. Inclusion criteria included the ability to apply the Level III monitoring equipment without supervision (after brief initial training) and a primary residence within 100 miles of the sleep clinic (for returning the PM equipment). Exclusion criteria included known COPD, congestive heart failure, or uncontrolled asthma.

Study Design

The study was prospective, involving patients referred to the Kingston General Hospital Sleep Clinic. Study participants were recruited and interviewed by the Research Assistant (EJP), and consenting individuals completed 3 questionnaires: (1) Berlin Questionnaire, (2) Sleep Apnea Clinical Score (SACS), and (3) STOP-Bang. Common features of the questionnaires include physical symptoms of snoring, witnessed episodes of apnea, and hypertension. Based on the Berlin and STOP-Bang questionnaires, respondents were categorized as low or high probability for OSA, while the SACS categorized low (likelihood ratio of AHI < 5 = 0.25), intermediate (ratio of AHI < 15 = 2.03), or high probability (ratio of AHI > 15 = 5.17) of having the disorder.

Upon completion of the questionnaires, participants were shown how to set up the portable monitor. They were asked to wear the Level III portable monitoring device (MediByte; Braebon Medical Corporation, Ottawa, ON) for 2 consecutive nights at home. The first night of recording was used in the analysis, with the second night as a back-up if recording from the first night did not provide sufficient data. The PM device consists of 2 inductance bands for thoracic and abdomen measurement, a nasal cannula pressure transducer airflow signal, finger pulse oximetry, and a body position sensor. The typical at-home set-up is shown in Figure 1. Patients were given the option to either manually turn on the device before switching off the lights at night and turn off the device once awake in the morning, or to have the device start and stop automatically at predetermined times.

Following completion of home testing, patients attended the Sleep Disorders Laboratory at Kingston General Hospital for a full overnight PSG. Recordings were conducted using Sandman Elite SD32+ digital sleep recording system (Natus [Embla]; Ottawa, ON), and included 4 EEG channels (C4-A1, C3-A2, O2-A1, F3-A2), 2 EOG channels (ROC-A1, LOC-A2), submental EMG, intercostal (diaphragmatic surface) EMG, bilateral anterior tibialis EMG, ECG, respiratory piezo bands (chest and abdomen), finger pulse oximetry, a vibration snore sensor, nasal pressure airflow, and oronasal thermocouple. PSG recordings were conducted as either a diagnostic study or, in the event of severe OSA, a split-night study. For split-night studies, the initial diagnostic period was followed by the introduction of treatment during the night, and only the diagnostic part of the recording was used for comparison.

Data from the questionnaires and portable monitoring device were manually scored by an experienced scorer (EJP) who was blinded to the results of the in-lab polysomnography. The PSGs were manually scored using standard criteria by registered polysomnographic technologists, who in turn were blinded to results of the questionnaires and the PM device. Sixty-four percent of the scored PM data were reviewed by an experienced technologist (HSD) (the concordance between the 2 scorers, EJP and HSD, was 99.2%), and all the PSG studies were reviewed by a sleep specialist. For both PSG and PM data,
apneas were scored as a cessation of airflow ≥ 50% for ≥ 10 sec, and hypopneas were scored as a reduction in pressure-derived airflow of 50% to 90% from baseline for ≥ 10 sec followed by ≥ 3% oxygen desaturation. For the PSG, the definition of hypopnea also included ≥ 50% reduction in pressure-derived airflow amplitude associated with arousal, in the absence of a desaturation ≥ 3% (alternative criteria). The outcome measure for the PSG data was the apnea-hypopnea index (AHI), which was defined as the number of apneas and hypopneas per hour of sleep, and the outcome measure for the PM data was the respiratory-disturbance index (RDI), defined as the number of apneas and hypopneas per hour of recording time.

Data Analysis

A dot plot comparison was conducted for the probability rating of sleep apnea based on each questionnaire (Berlin and STOP-Bang as low-high; SACS as low-intermediate-high) as compared to the PSG derived AHI (events/h). Measurement agreement and correlation analysis of the RDI and AHI values based on the PM and PSG, respectively, were obtained and a Bland-Altman plot of agreement was constructed. Multilevel, mixed-effects Poisson regression analysis was used to investigate possible sources of differences between the recording methods, including gender and obesity (BMI ≥ 30 kg/m²), while accounting for differences in recording time. The outcome measurement was the observed counts of respiratory events, with the observations nested in individuals—individuals were considered random effects, while recording method, gender, obesity, and their interactions were considered to be fixed effects.

The agreement of each of the 4 screening tools was assessed, compared with PSG, at different threshold AHI threshold values (5, 10, 15, and 30). For each AHI threshold, PM and questionnaire data were rated as true-positive (TP), false-negative (FN), true-negative (TN), or false-negative (FN), allowing for a measure of the sensitivity and specificity for each of the diagnostic screening methods. Receiver operating characteristic (ROC) curves were also plotted to assess the trade-off between false-negatives and false-positives in order to evaluate the area under the curve (AUC), which provides a measure of the diagnostic utility of the screening tools. Likelihood ratios (LR) were calculated to determine the practical significance of the screening measures.

RESULTS

One hundred twenty-eight patients were recruited into the study (84 M, 44 F; mean ± SD: age 50 ± 12.3 years, BMI 31 ± 6.6 kg/m², neck circumference 41 ± 4.4 cm). On average, patients reported that they snored (3-5 times a week), felt fatigued (3-4 times a week), and had witnessed apnea (1-2 times a month). The PM data for 13 participants (10%) were analyzed from the second night rather than the first due to unusable or lost data resulting in insufficient (< 2 h) recording time on the first night.

The mean AHI, derived from PSG, for the OSA risk categories determined by the questionnaires is shown in Table 1. Dot plots for each questionnaire compared to the PSG AHI for 128 patients are displayed in Figure 2; they illustrate a significant overlap and a wide range in the AHI between the different categorical probability ratings for each questionnaire. The mean PSG AHI for each of the questionnaire ratings are provided in Table 1.

To evaluate the effectiveness of a combination of questionnaires and PM, 2 separate analyses were conducted: (i) the presence of OSA was defined as scoring high on ≥ 2 questionnaires along with a PM RDI ≥ 10 events/h, and (ii) the absence of OSA was defined as scoring low on ≥ 2 questionnaires along with a PM RDI < 10 events/h. ROC curves, AUC, and LR were also calculated for the combination of screening measures by severity groups based on AHI thresholds 5, 10, 15, and 30 to assess for significance. A stepwise multiple linear regression was used to model the relationship between the various screening tools and the PSG AHI in order to determine the best combination of questionnaires and PM at each AHI threshold value; the PSG AHI was used as the dependent variable, and the questionnaire scores (Berlin and STOP-Bang scored as 0, 1, and SACS scored as 0, 1, 2) and RDI based on the PM as the independent variables.
approximately 30 min (438 ± 89 min) as compared to the PSG (405 ± 103 min). There was a positive correlation between the PM derived RDI and PSG derived AHI (r = 0.69, r² = 48%; Figure 3).

The Bland-Altman plot (Figure 4) shows the mean difference between the PM-RDI and the PSG AHI against the mean of the RDI and AHI for 128 patients. The solid line delimits the mean difference (-11), and the dotted lines represent the limits of agreement ± 2 SDs (29 and -51).

Table 2—Portable monitoring (PM) screening measures and polysomnography (PSG) data for 128 patients

<table>
<thead>
<tr>
<th>Measure</th>
<th>PM (min ± SD)</th>
<th>PSG (min ± SD)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory-Disturbance Index (RDI)</td>
<td>21.9 ± 19.9</td>
<td>33.1 ± 27.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index (AHI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Recording Time (TRT) (min)</td>
<td>438.4 ± 89.0</td>
<td>404.8 ± 103.0</td>
<td>0.003</td>
</tr>
<tr>
<td>Total Sleep Time (TST) (min)</td>
<td>N/A</td>
<td>304.4 ± 106.6</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3—Correlation plot for the PM respiratory-disturbance index (RDI) and the PSG apnea-hypopnea index (AHI) for 128 patients

The sensitivity and specificity of each screening tool at various PSG-AHI thresholds is displayed in Table 3. For a threshold AHI of 10 events/h, the Berlin, SACS, and STOP-Bang questionnaires had sensitivities of 88%, 33%, and 90%, respectively, and specificity of 75%, 25%, and 25%, respectively. The positive (PPV) and negative (NPV) predictive values were 81%-83% and 24%-41%, respectively. In comparison, the PM had a sensitivity of 79% and specificity of 86% (PPV 95%, NPV 53%). Based on the ROC curve for an AHI threshold of 10 (Figure 5), the AUC for the PM at 0.82 was higher than that for any of the 3 questionnaires (≤ 0.58). For a PSG-derived AHI diagnostic threshold of 15 events/h (moderate OSA), the sensitivity and specificity for each measure was: Berlin 91%, 28%; SACS 35%, 78%; STOP-Bang 93%, 28%; PM 77%, 95% (Table 3).

Sensitivity and specificity were also calculated for a combination of the screening tools (presence of OSA = high risk for ≥ 2 questionnaires and PM RDI ≥ 10 events/h; absence of OSA = low risk for ≥ 2 questionnaires and PM RDI < 10 events/h) and are provided in Table 3. For an AHI threshold of 10 events/h, the combination of questionnaires and PM had a sensitivity of 71% and specificity of 89% for the presence of OSA (PPV = 96%, NPV = 46%), and a sensitivity of 94% and specificity of 25% for excluding OSA (PPV = 82%, NPV = 54%). The AUC for the combination of questionnaires and portable monitor was 0.80 (Figure 6) for the presence of OSA and 0.59 (Figure 7) for the absence of OSA. Positive and negative likelihood ratios for each individual screening tool along with the combination of the questionnaires and portable monitor are displayed in Table 4.

Stepwise multiple regression analyses were used to examine the relationship between the PSG AHI and the various screening tools. A model using all 3 questionnaires and the portable monitor produced an R² = 0.487, F₁,₁₂₃ = 29.22, p < 0.001. Of all 4 screening tools, the portable monitor was the only screening device with a statistically significant regression coefficient, b = 0.91, β = 0.658, p < 0.001. In fact, none of the questionnaires contributed significantly to the multiple regression model, p-values > 0.35; combined, the questionnaires accounted for less than 1% of the variation of the regression.
Our analysis is estimated to have had 90% power (1 – ß error probability) of detecting a Cohen’s effect size $f^2$ of 0.1 (medium effect size), given a sample size of 128 patients and $\alpha$ error probability of 0.05.

**DISCUSSION**

This study demonstrated that in a consecutive series of patients referred to a hospital-based sleep clinic, questionnaires that have been previously well-validated in other populations were not accurate in determining the presence or absence of OSA. None of the three questionnaires used had adequate sensitivity (proportion of patients with OSA who screen positive) and specificity (proportion without OSA who screen negative) to render them sufficiently reliable in a clinical setting to rule in or to rule out OSA—two of the questionnaires (Berlin and STOP-Bang) were found to have a high sensitivity for OSA but low specificity, while the SACS had higher specificity but low sensitivity for OSA. Overall, the portable monitor was found to perform significantly better in the identification as well as the exclusion of OSA than any
of the individual questionnaires or combination of questionnaires with portable monitoring.

The accuracy and reliability of questionnaires used to screen for OSA appears to vary depending on the patient population studied and the diagnostic AHI threshold used. In contrast to the present study of patients referred to a sleep clinic, in community screening the Berlin questionnaire had a high sensitivity (85%) and specificity (95%) at an AHI threshold of 5 events/h. However, Netzer reported that when the AHI threshold for the diagnosis of OSA was raised to 15 events/h, sensitivity levels were reduced to 54%. A decrease in specificity with increasing AHI was mirrored in the STOP-Bang questionnaire, where specificity dropped from 56% to 43% with a change in AHI from 5 to 15 events/h, respectively. Compared to questionnaire responses, portable monitors have shown a consistently high degree of sensitivity and specificity even at higher AHI thresholds with a bias of underreporting the OSA severity. Our findings also showed a low negative predictive value for the portable monitor, both with and without the addition of the questionnaires, suggesting that the monitor may be able to establish a diagnosis of OSA with a high degree of certainty, but that it may not be able to conclusively rule out OSA. Guidelines from the Canadian Thoracic Society and Canadian Sleep Society have suggested that portable monitors be used in patients with a high pretest probability of OSA, and previous research has shown these devices to have a moderately high negative predictive value (71% to 100%) for patients with a high likelihood of having the disorder. It had been our belief that the NPV of this objective diagnostic method would be increased with the addition of subjective questionnaires, but it appears that the portable monitor alone still outperformed the combination of the portable monitor and questionnaires in negative predictive value.

A potential contributing factor to the underreporting of OSA severity with the PM as compared with PSG is that the denominator is total sleep time for PSG and total recording time for the PM. By recalculating the PSG scored apnea and hypopnea index in the present study using total recording time rather than total sleep time as the denominator, there was an improvement in the performance of the PM such that the PM underreported the rate of respiratory events for women by only 5% (p = 0.001, IRR = 0.95, 95% CI: 0.91, 0.98), for obese men by 14% (p < 0.001, IRR = 0.86, 95% CI: 0.83, 0.88), and did not under-estimate the AHI for non-obese men (p = 0.42, IRR = 0.99, 95% CI: 0.95, 1.02).

Different scoring rules for hypopneas have been found to affect the resultant AHI. The highest AHI was based on 1999 (“Chicago”) scoring criteria (hypopnea based on ≥ 50% decrease in airflow or < 50% reduction in airflow associated with a 3% oxygen desaturation and/or arousal), followed by the alternative criteria that was used in this study (≥ 50% pressure-derived airflow reduction and ≥ 3% desaturation or arousal) and lowest using recommended criteria for hypopneas (≥ 30% desaturation).
pressure-derived airflow reduction and ≥ 4% desaturation).21,22 The authors suggested that the AHI cutoff of 5 events/h using AASM recommended criteria is approximately equivalent to an AHI of 15 events/h using the 1999 hypopnea definition and 10 events/h using the alternative AASM definition.23 Scoring of hypopneas in our study was based on the AASM alternative criteria, but without the option of identifying arousals on the PM, which contributed to underreporting by this screening tool.

We have demonstrated that objective data from a portable monitor was superior to questionnaires in the identification and exclusion of OSA. Recently the Centers for Medicare and Medicaid Services and a position statement from the Canadian Thoracic Society and Canadian Sleep Society have endorsed the use of portable monitors as a means of providing sufficient evidence for the diagnosis of OSA, under defined circumstances and with specific patient populations.24 These rulings, and the results of the current study, support the judicious use of portable monitors in the diagnosis of OSA, in association with appropriate clinical assessment.

Many patients with OSA are only minimally symptomatic. In the Sleep Heart Health Study, the average Epworth Sleepiness Scale (ESS) score of patients with severe OSA (AHI > 30) was within normal limits.32 Indeed two-thirds of patients with severe OSA had an ESS within normal limits, while 21% with an AHI < 5 (normal) had an ESS score that was higher than normal.32 Hence, the reliance of sleepiness as a symptom to determine the presence or absence of OSA is fraught with uncertainty. In addition, although obesity increases the propensity to OSA and those without underpins the weak discriminant ability of screening questionnaires for OSA (as demonstrated in the current study), even when anthropomorphic data is added. A critical factor here is the current uncertainty as to whether asymptomatic or minimally symptomatic OSA carries similar cardiovascular consequences to symptomatic patients with the OSA syndrome; if not, then the detection of clinically important OSA—based on symptoms—may prove to be adequate.14

It is important to acknowledge the limitations of the current study. Although our patient group was recruited from a series of consecutive referrals to the sleep clinic, our data did not come from a community-based random sample, and as such, our results may not be generalizable to the general population. Further research would be required to determine whether or not the sensitivity and specificity of the portable monitor would be maintained when testing more heterogeneous groups. It is also possible that our findings are specific to the particular brand of portable monitor used for the study (MediByte; Braebon Medical Corporation) and may not be as generalizable to other Level III devices. As such, it would be important to test patients without a high pretest probability of OSA on other portable monitors to further validate our findings. In addition, although the portable monitor and PSG had a moderately positive correlation for AHI, there were significant outliers in our data—which could potentially relate to the presence of other sleep disorders, particularly movement disorders and periodic limb movements. There are potential advantages of the use of at-home PM studies over in-lab PSG; for example, home sleep testing may better represent habitual sleep habits, including posture, as compared to in-laboratory testing, where patients are likely to spend more time sleeping supine.35 In-laboratory testing may also underrepresent habitual alcohol consumption at night, because of the need to drive to the sleep laboratory. Hence, the systematic underestimation of the RDI by PM, that does not include instrumentation for measurement of the sleep-wake state, may be balanced to some extent by the less than perfect reflection of true sleep-related habits provided by the “gold standard” PSG.

In conclusion, the current study demonstrated poor discriminant ability for OSA among previously validated questionnaires, and emphasizes the need for objective physiological monitoring in the identification and exclusion of OSA. Furthermore, in the current study, the use of questionnaire data did not further enhance the diagnostic utility of a Level III portable monitor for the diagnosis and exclusion of OSA.
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Excessive Daytime Sleepiness is Associated with Longer Culprit Lesion and Adverse Outcomes in Patients with Coronary Artery Disease
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Study Objectives: We assessed whether excessive daytime sleepiness was associated with coronary plaque phenotype and subsequent adverse cardiovascular events.

Methods: Prospective cohort study. Intravascular ultrasound (IVUS) examination of the culprit coronary stenosis was performed. The Epworth Sleepiness Scale (ESS) questionnaire was administered, and the patients were divided into 2 groups—(1) sleepy and (2) less sleepy—based on the ESS score. Adverse cardiovascular outcomes were defined as cardiac death, myocardial infarction, stroke, unplanned revascularization, or heart failure admission.

Results: One hundred seventeen patients undergoing urgent or non-urgent coronary angiography were recruited. Compared with the less sleepy group (ESS ≤ 10, n = 87), the sleepy group (ESS > 10, n = 30) had higher serum levels of total cholesterol and of low-density-lipoprotein cholesterol (p < 0.05 for both). The IVUS examinations indicated coronary stenoses were longer in the sleepy group than in the less sleepy group (p = 0.011). The cumulative incidence of adverse cardiovascular events at 16-month follow-up was higher in the sleepy than in the less sleepy group (12.5% versus 6.9%, p = 0.03). Cox regression analysis adjusting for age and smoking showed increased hazard of adverse cardiovascular events in sleepy group as compared to less sleepy group (HR = 3.44, 95% CI 1.01-11.72).

Conclusion: In patients presenting with coronary artery disease, excessive daytime sleepiness based on ESS > 10 was associated with longer culprit lesions and future adverse cardiovascular events.

Keywords: Sleepiness, coronary artery disease, intravascular ultrasound, outcomes

BRIEF SUMMARY
Current Knowledge/Study Rationale: There are limited data on the prognostic implication of excessive daytime sleepiness in patients with coronary artery disease. In this prospective observational study, we determined the association between excessive daytime sleepiness (ESS > 10), coronary plaque phenotype, and subsequent adverse cardiovascular outcomes.

Study Impact: The patients were classified into sleepy and less sleepy groups according to their baseline ESS scores (> 10 versus ≤ 10), and we found that the sleepy group was associated with longer lesion lengths. After adjusting for potential confounders, the hazard of adverse cardiovascular events was 3-fold in the sleepy as compared to the less sleepy groups.
However, it remains unknown whether excessive daytime sleepiness, as measured by high ESS scores, can predict adverse outcomes in patients with cardiovascular conditions. In this prospective observational study, we determined the association between excessive daytime sleepiness (ESS > 10), coronary plaque phenotype, and subsequent adverse cardiovascular outcomes in a cohort of patients presenting with symptomatic coronary artery disease. Specifically, we targeted patients in whom a stenosis was detected by coronary angiography so that an intravascular ultrasound (IVUS) catheter could be used to assess their plaque phenotype.

**METHODS**

**Study Design and Patients**

This prospective study was conducted at 2 tertiary centers (the National University Heart Centre and Tan Tock Seng Hospital) in Singapore between February 2011 and March 2013. The participants were selected from among patients aged 21 years and older who were undergoing coronary angiography for stable coronary artery disease or acute coronary syndromes, including myocardial infarction with or without ST-segment elevation, and had been found to have ≥ 1 significant (> 50% visual estimation) de novo stenosis in a native coronary artery. Criteria for exclusion from the study included known obstructive sleep apnea (based on previous polysomnography), cardiogenic shock (systolic blood pressure < 90 mm Hg), chronic renal failure with dialysis treatment, previous treatment of the target vessel, being a foreign patient who could not attend the outpatient clinic for follow-up, or inability to provide informed consent. The angiographic exclusion criteria were angriographically visible residual thrombus despite thrombus aspiration or thrombectomy, a heavily calcified lesion, a tortuous vessel, chronic total occlusion, a significant left main lesion, or a distal lesion that was too small to accommodate an IVUS catheter. The National Healthcare Group Domain Specific Review Board approved the study’s research protocol (reference: C/2010/00341), and informed consent was obtained from the subjects. Recruited patients underwent IVUS examination of the culprit lesions. During the same hospital admission, the ESS questionnaire was administered to the patients to determine their degree of excessive daytime sleepiness. A flow chart of this study is shown in Figure 1.

**Intravascular Ultrasound Examination**

Consenting patients were formally enrolled into the study after identification of the culprit lesion by coronary angiography. A guiding catheter was used to selectively cannulate the ostium of the target coronary artery. Immediately after advancing the guidewire, but before balloon predilation, a 20-MHz, 3.5-French phased-array IVUS catheter (Eagle Eye Gold, Volcano Corp., Rancho Cordova, CA, USA) was inserted into the mid- to distal segment of the target coronary artery. The IVUS catheter was automatically pulled back to the ostium of the guiding catheter using a motorized pull-back device at a speed of 0.5 mm/s (R-100 Pullback Device, Volcano Corp.). All images were recorded in digital format on a DVD for subsequent offline quantitative analysis by 2 investigators (CHL, WH), who were blinded to the ESS data. Any discrepancies between the analyses of the 2 investigators were resolved by consensus.

**Intravascular Ultrasound Analyses**

Conventional gray-scale quantitative IVUS analyses were performed according to the IVUS expert consensus document. Conventional gray-scale quantitative IVUS analyses were performed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions.

The virtual-histology-IVUS images were analyzed according to the published guidelines to determine the tissue composition of the lesions. Thin-cap fibroatheroma was defined as a plaque with > 10% confluent necrotic core, with > 30 degrees of the necrotic core abutting the lumen in ≥ 3 consecutive frames.

**Epworth Sleepiness Scale and Data Collection**

Patients presenting with ST-elevation myocardial infarction were treated with urgent percutaneous coronary intervention. These patients were not only under time pressure, but were in pain and distress, and may have been medicated with opiates that affect decision-making. To standardize the protocol, the ESS questionnaire was administered to all patients after the angiography and intervention procedures. The recruited patients were approached by a dedicated research assistant and
asked to complete the ESS questionnaire in the cardiac ward. The ESS is a validated questionnaire that asks subjects to rate their likelihood of falling asleep in several common situations. In this questionnaire, patients rate their perceived likelihood of falling asleep in 8 everyday situations, and their answers give a score of between 0 and 24 points. Based on the ESS score, the recruited patients who completed the ESS were divided into either (1) the sleepier group (ESS > 10) or (2) the less sleepy group (ESS ≤ 10).

The following demographic and clinical information were collected prospectively: ethnicity, gender, age, height, weight, body mass index, clinical presentation (such as ST-elevation myocardial infarction, non-ST-elevation myocardial infarction, unstable angina, or stable angina), cardiovascular risk factors (such as smoking, diabetes mellitus, hypertension, hyperlipidemia, or family history of premature coronary artery disease), previous cardiovascular conditions (such as previous myocardial infarction, percutaneous coronary intervention, or coronary artery bypass surgery), laboratory investigation results, and detailed angiographic findings.

**Clinical Follow-Up**

After hospital discharge, all of the recruited patients made regular visits to an outpatient clinic. The physicians conducting the outpatient clinic were not part of the study team, and were blinded to the results of the ESS data. The cardiovascular outcome data were collected by a dedicated research assistant via telephone calls or clinic chart reviews, and all of the information was entered prospectively. Adverse cardiovascular events were defined as cardiac death, myocardial infarction, stroke, unplanned revascularization, or heart failure requiring hospitalization. To verify the events, source documents of the patients who had experienced adverse cardiovascular events were reviewed by the investigators.

**Statistical Analysis**

We summarized the distribution of the continuous normally distributed clinical and laboratory procedural characteristics of the patients using the mean and standard deviation. The differences in the means of the sleepier and less sleepy groups were compared using an independent sample t test. For skewed continuous variables, the median and interquartile ranges were used to summarize the distribution, with comparisons between groups made with the Mann-Whitney test. For categorical variables, the Fisher exact test was used to compare differences in proportions.

For the analysis of time-to-adverse events, each participant’s survival time was calculated from the date of index admission to the date when an adverse event first occurred. Patients who did not have an adverse event were censored on February 15, 2013. The Kaplan-Meier cumulative incidence curves were plotted and the difference in cumulative incidence of adverse event rates between the sleepier and less sleepy groups was compared using the log rank test. The Cox proportional hazards regression was then applied to adjust for body mass index and smoking in the time-to-adverse-event analysis. All of the statistical analyses were carried out using STATA version 10.0 (StataCorp LP, College Station, TX, USA), assuming a two-sided test with a 5% level of significance.

**RESULTS**

**Baseline Demographic and Clinical Characteristics**

Among the 118 recruited patients, 117 completed the ESS and formed the study population. The distribution of the ESS scores is shown in Figure 2. The median ESS score was 8 (interquartile range 5-11). The baseline demographic and clinical characteristics of the sleepier (ESS > 10, n = 30) and less sleepy (ESS ≤ 10, n = 87) groups are shown in Table 1. The majority of the study patients were male. About 30% of the recruited patients had diabetes mellitus, but none had undergone previous coronary artery bypass grafting. The most common clinical presentations were ST-elevation myocardial infarction (n = 45) and non-ST-elevation myocardial infarction (n = 38). Compared with the less sleepy group, the sleepier group had higher serum levels of total and low-density-lipoprotein cholesterol. There were no significant differences between the sleepier and less sleepy groups with respect to full blood count, renal biochemistry, peak creatine kinase levels (for patients with acute myocardial infarction), or glycosylated hemoglobin levels (for patients with diabetes mellitus) (data not shown).

**Angiographic and Intravascular Ultrasound Characteristics**

There were no significant differences between the sleepier and less sleepy groups in the angiographic complexity of their coronary artery disease. Likewise, the incidence of multivessel coronary artery disease, location of culprit lesions, and left ventricular ejection fraction were similar between the 2 groups. The incidence of treatment for coronary artery disease using drug-eluting stents was similar between the sleepier and less sleepy groups. The IVUS findings are shown in Table 2. The culprit lesions were longer and had more fibrofatty tissues in the sleepier than in the less sleepy group. Slightly more than half of the culprit lesions were thin-cap fibroatheroma, with no difference in lesion type between the sleepier and less sleepy groups (data not shown).
Adverse Cardiovascular Events

The median follow-up duration was 16 months (95% CI: 14.4-17.6). Complete data on follow-up were available for all 117 patients. Among the 30 patients in the sleepier group, 9 patients developed 10 adverse cardiovascular events. These included 2 cardiac deaths, 2 myocardial infarctions, 4 target

Table 1—Patient demographics and clinical characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (n = 117)</th>
<th>Sleeper (n = 30)</th>
<th>Less Sleepy (n = 87)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>54.2 (8.6)</td>
<td>54.6 (9.3)</td>
<td>53.9 (8.5)</td>
<td>0.722</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>103 (88.0)</td>
<td>26 (86.7)</td>
<td>77 (88.5)</td>
<td>0.753</td>
</tr>
<tr>
<td>Body mass index in kg/m², mean (SD)</td>
<td>25.6 (4.0)</td>
<td>25.8 (4.3)</td>
<td>25.6 (4.0)</td>
<td>0.780</td>
</tr>
<tr>
<td>Cardiovascular risk factors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>54 (46.2)</td>
<td>12 (40.0)</td>
<td>42 (48.3)</td>
<td>0.526</td>
</tr>
<tr>
<td>Hypertension</td>
<td>62 (53.0)</td>
<td>18 (60.0)</td>
<td>44 (50.6)</td>
<td>0.404</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>35 (29.9)</td>
<td>12 (40.0)</td>
<td>23 (26.4)</td>
<td>0.173</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>91 (77.8)</td>
<td>25 (83.3)</td>
<td>66 (75.9)</td>
<td>0.456</td>
</tr>
<tr>
<td>Family history of coronary artery disease</td>
<td>34 (29.1)</td>
<td>6 (20.0)</td>
<td>28 (32.2)</td>
<td>0.249</td>
</tr>
<tr>
<td>Concomitant conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous myocardial infarction</td>
<td>22 (18.8)</td>
<td>6 (20.0)</td>
<td>16 (18.4)</td>
<td>0.794</td>
</tr>
<tr>
<td>Previous percutaneous coronary intervention</td>
<td>24 (20.5)</td>
<td>7 (23.3)</td>
<td>17 (19.5)</td>
<td>0.794</td>
</tr>
<tr>
<td>Chronic renal failure</td>
<td>3 (2.6)</td>
<td>1 (3.3)</td>
<td>2 (2.3)</td>
<td>1.000</td>
</tr>
<tr>
<td>Previous stroke</td>
<td>3 (2.6)</td>
<td>0 (0.0)</td>
<td>3 (3.5)</td>
<td>0.569</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.900</td>
</tr>
<tr>
<td>Chinese</td>
<td>75 (64.1)</td>
<td>20 (66.7)</td>
<td>55 (63.2)</td>
<td>0.382</td>
</tr>
<tr>
<td>Malay</td>
<td>23 (19.7)</td>
<td>8 (26.7)</td>
<td>15 (17.2)</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>16 (13.7)</td>
<td>2 (6.7)</td>
<td>14 (16.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.6)</td>
<td>0 (0.0)</td>
<td>3 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Clinical presentations, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST-elevation myocardial infarction</td>
<td>45 (38.5)</td>
<td>10 (33.3)</td>
<td>35 (40.2)</td>
<td></td>
</tr>
<tr>
<td>Non-ST-elevation myocardial infarction</td>
<td>38 (32.5)</td>
<td>10 (33.3)</td>
<td>28 (32.2)</td>
<td></td>
</tr>
<tr>
<td>Unstable angina</td>
<td>4 (3.4)</td>
<td>1 (3.3)</td>
<td>3 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Stable angina</td>
<td>30 (25.6)</td>
<td>9 (30.0)</td>
<td>21 (24.1)</td>
<td></td>
</tr>
<tr>
<td>Serum cholesterol, mm/dL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>4.9 (1.1)</td>
<td>5.4 (1.0)</td>
<td>4.8 (1.1)</td>
<td>0.009</td>
</tr>
<tr>
<td>Triglyceride</td>
<td>1.5 (1.1-2.2)</td>
<td>1.5 (1.1-2.2)</td>
<td>1.5 (1.1-2.1)</td>
<td>0.018</td>
</tr>
<tr>
<td>Low-density-lipoprotein cholesterol</td>
<td>3.1 (1.0)</td>
<td>3.4 (0.9)</td>
<td>3.0 (0.9)</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 2—Intravascular ultrasound findings

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (n = 117)</th>
<th>Sleeper (n = 30)</th>
<th>Less Sleepy (n = 87)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximal reference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External elastic membrane, mm²</td>
<td>16.4 (5.7)</td>
<td>16.3 (5.2)</td>
<td>16.4 (5.9)</td>
<td>0.917</td>
</tr>
<tr>
<td>Lumen area, mm²</td>
<td>8.4 (3.7)</td>
<td>8.3 (3.0)</td>
<td>8.5 (4.0)</td>
<td>0.873</td>
</tr>
<tr>
<td>Plaque burden, mm²</td>
<td>48.8 (12.9)</td>
<td>48.3 (13.1)</td>
<td>48.8 (12.9)</td>
<td>0.867</td>
</tr>
<tr>
<td>Minimal lumen area site</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External elastic membrane, mm²</td>
<td>15.4 (6.2)</td>
<td>16.0 (5.8)</td>
<td>15.2 (6.5)</td>
<td>0.535</td>
</tr>
<tr>
<td>Lumen area, mm²</td>
<td>2.60 (2.30-3.30)</td>
<td>2.60 (2.40-3.40)</td>
<td>2.50 (2.30-2.30)</td>
<td>0.382</td>
</tr>
<tr>
<td>Lumen diameter, mm</td>
<td>1.70 (1.60-1.80)</td>
<td>1.60 (1.60-1.80)</td>
<td>1.70 (1.60-1.80)</td>
<td>0.915</td>
</tr>
<tr>
<td>Plaque burden, mm²</td>
<td>76.2 (10.7)</td>
<td>77.6 (10.9)</td>
<td>75.8 (10.6)</td>
<td>0.440</td>
</tr>
<tr>
<td>Minimal lesion area site</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External elastic membrane, mm²</td>
<td>11.9 (7.7-17.2)</td>
<td>11.7 (7.6-15.6)</td>
<td>12.3 (7.9-17.4)</td>
<td>0.616</td>
</tr>
<tr>
<td>Lumen area, mm²</td>
<td>5.9 (4.5-7.5)</td>
<td>5.9 (4.9-6.7)</td>
<td>6.0 (4.4-7.8)</td>
<td>0.927</td>
</tr>
<tr>
<td>Plaque burden, mm²</td>
<td>47.8 (13.5)</td>
<td>46.7 (14.9)</td>
<td>48.2 (13.1)</td>
<td>0.595</td>
</tr>
<tr>
<td>Lesion length, mm</td>
<td>25.5 (18.2-38.1)</td>
<td>35.5 (23.0-42.6)</td>
<td>23.6 (17.2-35.2)</td>
<td>0.011</td>
</tr>
<tr>
<td>Plaque volume, mm³</td>
<td>221.5 (135.7-354.6)</td>
<td>243.6 (155.1-362.1)</td>
<td>191.8 (123.1-316.8)</td>
<td>0.156</td>
</tr>
<tr>
<td>Tissue composition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous tissue, mm³</td>
<td>76.3 (47.2-139.8)</td>
<td>108.1 (65.0-142.3)</td>
<td>67.2 (43.9-134.1)</td>
<td>0.058</td>
</tr>
<tr>
<td>Fibrofatty tissue, mm³</td>
<td>15.8 (8.6-26.2)</td>
<td>18.2 (14.0-27.2)</td>
<td>13.5 (6.9-24.8)</td>
<td>0.016</td>
</tr>
<tr>
<td>Necrotic core, mm³</td>
<td>30.2 (16.1-64.2)</td>
<td>38.2 (27.9-67.9)</td>
<td>27.1 (14.4-57.3)</td>
<td>0.141</td>
</tr>
<tr>
<td>Dense calcium, mm³</td>
<td>11.0 (3.6-19.0)</td>
<td>13.1 (8.2-23.8)</td>
<td>9.9 (2.8-18.0)</td>
<td>0.096</td>
</tr>
</tbody>
</table>
vessel revascularizations, 1 stroke, and 1 heart failure admission. Among the 87 patients in the less sleepy group, 2 patients developed 4 adverse cardiovascular events. These included 2 myocardial infarctions and 2 target vessel revascularizations. The Kaplan-Meier cumulative incidence of adverse cardiovascular events is shown in Figure 3. The event rate at 16 months was higher in the sleepier than the less sleepy group (12.5% versus 6.9%, p = 0.03). The Cox regression analysis adjusting for age and smoking showed increased hazard of adverse event in sleepier group as compared to less sleepy group (HR = 3.44, 95% CI 1.01-11.72).

**DISCUSSION**

We report the relationships between excessive daytime sleepiness, coronary plaque phenotype, and incidence of subsequent adverse cardiovascular events in a cohort of patients presenting with symptomatic coronary artery disease. A total of 117 patients underwent an IVUS interrogation of coronary stenosis and answered the ESS questionnaire during the same hospital admission. All of the recruited patients were treated according to standard clinical practice. The patients were classified into sleepier and less sleepy groups according to their baseline ESS scores (> 10 versus ≤ 10), and we found that the sleepier group was associated with longer lesion lengths. After adjusting for potential confounders, the hazard of adverse cardiovascular events was 3-fold in the sleepier as compared to the less sleepy groups.

The evaluation of excessive daytime sleepiness is often performed in the diagnosis of obstructive sleep apnea. In the general population, the association between excessive daytime sleepiness and obstructive sleep apnea has been clearly demonstrated. However, in patients with cardiovascular disorders, this association has proven to be weak. A possible factor that could explain in this discrepancy is the presence of “transient” obstructive sleep apnea in patients presenting with acute cardiovascular conditions. In addition, myocardial ischemia or heart failure alone can lead to fatigue and excessive daytime sleepiness, even in the absence of obstructive sleep apnea. Cardiac medications such as β-blockers can also lead to excessive daytime sleepiness. As a result of these entangled relationships, the true prognostic implication of excessive daytime sleepiness in patients presenting with cardiovascular disease has been inadvertently neglected.

Excessive daytime sleepiness is among the most frequent sleep complaints in the general population, yet the data on the effects of excessive daytime sleepiness on subsequent cardiovascular outcomes are limited. In the 1990s, the Cardiovascular Health Study reported that excessive daytime sleep was associated with subsequent cardiovascular mortality in otherwise healthy elderly women. A recent French study of over 7,000 healthy community-dwelling elderly subjects found that frequent excessive daytime sleepiness was independently associated with future vascular events, stroke, and cardiovascular mortality. However, in the aforementioned studies, objective tools such as ESS were not used, and subjects with pre-existing cardiovascular disorders were excluded. The aim of this study was thus to extend these results by exploring the association between baseline excessive daytime sleepiness and subsequent cardiovascular outcomes in patients presenting with coronary artery disease. We hypothesized that excessive daytime sleepiness is associated with complex coronary plaque phenotype and future adverse cardiovascular events.

Based on a median ESS scores (> 10 versus ≤ 10), we divided the patients into sleepier and less sleepy groups. The incidence of adverse cardiovascular events in the sleepier group was significantly higher than in the less sleepy group in our cohort of middle-aged (mean age 54) and predominantly male patients (88%), even after adjustment for potential confounding factors. The exact mechanisms for this association remain incompletely understood, but heightened sympathetic drive and elevated levels of circulating catecholamines, oxidative stress, endothelial dysfunction, and systemic inflammation have been reported as possible mechanisms. Our findings corroborate those of previous studies on healthy elderly people. If our observations are verified in larger-scale studies, then conducting the ESS questionnaire could be a simple and inexpensive tool to risk-stratify patients presenting with symptomatic coronary artery disease.

One of the strengths of this study is its use of IVUS rather than coronary angiography to assess the coronary plaque phenotype. As an intrinsic attempt to preserve the lumen and perfusion, the coronary arteries often develop outward remodeling in response to accumulations of atherosclerotic plaques. Thus, the early phase of coronary atherosclerosis is often undetectable by conventional coronary angiography, which depicts the lumen but not the vessel wall. In contrast, IVUS is an intracoronary imaging technique that provides a three-dimensional tomographic view, and is superior to conventional coronary angiography in the assessment of coronary plaque phenotype. This study included patients with relatively severe forms of coronary artery disease, as is evidenced by the high proportion of patients with diabetes mellitus (30%), previous myocardial infarction (19%), and previous percutaneous coronary intervention (21%). In addition, 70% of the patients presented with acute myocardial infarction (ST- or non-ST- elevation myocardial
infarction). Rather than resulting from selection bias, this pattern represents the current trend in the management of coronary artery disease. Recent data have suggested that in patients with stable angina, routine invasive management with angiography and percutaneous coronary intervention does not provide any incremental benefit compared with medical therapy alone. Thus, in recent years there have been fewer patients with stable angina undergoing coronary angiography, and acute myocardial infarction represents the most common indication of coronary angiography in our institutions.

This study has several limitations. This is a preliminary and hypothesis generating study due to the relatively small study size. The ESS scores were based on the patients’ own responses, which were not validated by other family members. However, the number of family members differed among the patients, and the responses given by different family members may vary, which would make such validation unreliable. Also, Singapore is a multiethnic country, and its population includes Chinese, Malays, and Indians. The ESS was administered in English, and although English is the common language among people living in Singapore, it is not the mother tongue for many of them. The levels of language proficiency may have influenced the participants’ understanding and interpretation of the ESS questionnaire. Further, the physicians conducting the outpatient clinic visits were blinded to the ESS data, but had access to the IVUS images. Although IVUS is a highly specialized interventional field that most outpatient physicians do not refer to, we could not exclude the possibility that some outpatient physicians may have modified their treatment after reviewing the IVUS images, and that such shifts in treatment may have ultimately changed the natural history of the patients’ conditions. Finally, all of the patients in this study underwent clinically indicated coronary angiography, because angiography is a prerequisite for IVUS examinations. Thus, it may not be possible to extrapolate the results of this study to patients who are treated in more conservative ways.

In conclusion, we found that excessive daytime sleepiness (ESS > 10) was associated with longer lesion length in patients presenting symptomatic coronary artery disease. As of the completion of a 16-month follow-up period, the sleepier group was associated with significantly more adverse cardiovascular events than the less sleepy group. In the future, large-scale studies are warranted that target the association between the ESS and a diagnosis of obstructive sleep apnea, and the effects of coronary artery disease treatment on the degree of excessive daytime sleepiness.
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Study Objectives: The objective of this study was to identify if hyperarousal is a 24-hour phenomenon in insomnia by comparing sleep during napping between good sleepers (GS) and Insomnia sufferers (INS) (subdivided into paradoxical “PARA-I” and psychophysiological “PSY-I”) following a mentally challenging battery of cognitive tests.

Design: Cross-sectional comparisons of GS, PSY-I, and PARA-I.

Setting: Participants slept for 4 consecutive nights in the laboratory where PSG was recorded. Upon awakening on mornings 2 and 3, cognitive testing (lasting 90-120 min) was administered, followed by a 20-minute nap.

Participants: Fourteen PSY-I, 12 PARA-I, and 23 GS completed the study, comprising home questionnaires, clinical interviews, night PSG recordings, cognitive testing, and nap PSG recordings. All participants were between 25 and 50 years of age and met inclusion criteria for PSY-I, PARA-I, or GS.

Interventions: N/A.

Measurements and Results: On objective nap parameters, GS had a longer total sleep time (TST; p = 0.008) and better sleep efficiency (SE; p = 0.009), than PSY-I and PARA-I, and both groups of INS were awake significantly longer than GS (p = 0.003). Also, PARA-I took significantly more time than GS to fall asleep (p = 0.014). Subjectively reported sleepiness was comparable across the three groups. Positive relationships were observed between SE over the night and SE over the nap the following day.

Conclusions: Results show that GS sleep better than INS during naps following prolonged cognitive testing, suggesting that, in INS, hyperarousal predominates over mental fatigue resulting from these tests. These results may parallel what is observed at night when INS experience increased cognitive load but are unable to fall asleep.
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Contribute to the elevation of somatic, cognitive and cortical activations.16 Cognitive activation is characterized by intrusive thoughts before sleep and cortical activation is measured by cortical activity across different frequency bands. The hyperarousal of somatic, cognitive and cortical functions contributes to alterations in sensorial and information processing and the formation of long-term memories. Although the neurocognitive model of insomnia15 has been supported by numerous studies measuring quantitative EEG during the night,17,18 it has not yet been validated during naps. Therefore, a study on nap characteristics in insomnia would allow us to identify if hyperarousal is a phenomenon that influences not only nocturnal sleep, but also diurnal sleep. Several studies using a multiple sleep latency test (MSLT) protocol reported data on objective sleep during naps in insomnia, but these variables predominantly relate to sleep onset latency. While some studies failed to find significant differences in MSLT sleep-onset latencies between primary INS and good sleepers (GS),19,20 others showed that INS had longer MSLT sleep-onset latencies than GS,13,14 even though INS reported higher levels of sleepiness.12 Other studies found that following sleep deprivation, INS had longer sleep onset latencies during daytime naps compared to GS.9-11 Previous results thus tend to imply that hyperarousal is a 24-hour phenomenon in insomnia.

It is also possible that the degree of hyperarousal during naps in INS is influenced by activities completed before napping. Knowing the impact of cognitive testing on napping could contribute to the development of new strategies to help INS nap more efficiently when managing their sleep disorder and its associated consequences. To date, the link between activities completed before a nap and hyperarousal is unknown. In the present study, a battery of mentally challenging tasks was administered to participants before their naps. These tasks would most likely contribute to mental fatigue prior going to sleep since they lasted for 90 to 120 minutes and required a high and constant level of concentration. As such, we believe that mentally exhausting tasks before napping may serve as an analogy of insomnia in GS and/or increase cognitive load in INS, which should, according to the neurocognitive model,15 contribute to the exacerbation of hyperarousal and delay sleep onset. To our knowledge, prolonged cognitive testing has never been administered to INS, as well as GS, before a nap. However, in some studies, cognitive tasks were completed before bedtime at night.21,22 In general, it was observed that after cognitive testing, GS took significantly longer to fall asleep than those who did not complete them. Nonetheless, these studies failed to observe significant between group differences on other sleep parameters such as total sleep time and sleep stage distribution.

Finally, the relationship existing between sleep parameters during the night and the corresponding nap in insomnia has been seldom studied. In one study, it was reported that the shorter the objective total sleep time was during the night, the longer it took for INS to fall asleep during the day and the greater their daytime alertness was,14 suggesting that hyperarousal predominates over sleepiness in insomnia. Another study failed to find significant positive relationships, in a population of GS, between nocturnal sleep variables and sleep variables over a nap the next day.23 Therefore, it would be interesting to investigate the relationship between subjective sleepiness before a nap and objective sleep variables over a nap protocol in INS since studies on this component are limited.12 This would allow us to determine if subjective sleepiness contributes to the level of hyperarousal typically observed in INS. There is a possibility that the subjective perception of sleepiness is enough to exacerbate the level of hyperarousal, contributing to a diminution in the quality and quantity of sleep.

Even though sleep and nap difficulties have commonly been reported in PARA-I and PSY-I alike, significant differences between these two categories of insomnia still exist in their clinical presentation. To date, naps have rarely been studied in a population of INS and when they have been, types of INS were undifferentiated. Thus, napping difficulties reported in previous studies were generalized to all types of insomnia, independently of the specific classifications. However, it is possible that one of the types of insomnia (PSY-I or PARA-I) do not face napping difficulties, especially when considering that the objective nocturnal sleep of PARA-I often mirrors that of GS.7 Therefore, individuals suffering from PARA-I and PSY-I should be classified and divided into two independent groups. This clustering would provide a more representative understanding of napping in insomnia.

Objectives and Hypotheses

This study aims primarily at determining if there are significant differences in objective sleep parameters (sleep onset latency [SOL], wake after sleep onset [WASO], number of awakenings, total sleep time [TST], total wake time [TWT], and sleep efficiency [SE]) during naps among three groups of sleepers: PSY-I, PARA-I, and GS after completing a cognitively demanding battery of tests. It was assumed that this battery of tests would contribute to a state of mental exhaustion and/or an increase in cognitive load since testing lasted for a long period (90-120 min) and required an elevated and constant level of concentration. Mental exhaustion should facilitate sleep during napping, whereas high cognitive loading should delay sleep onset by exacerbating the hyperarousal level already present in INS. Therefore, since PSY-I and PARA-I should be more cognitively loaded after testing, we hypothesized that they would have poorer sleep during naps compared to GS, suggesting that hyperarousal predominates over mental exhaustion. Since PARA-I and GS usually have similar sleep profiles, objective sleep parameters of naps would be worse for PSY-I than PARA-I. Therefore, this study seeks empirical validation of the neurocognitive model of insomnia during napping.

This study also aimed at determining the influence of nocturnal sleep parameters on the ability to nap the next day. We suggested that a negative relationship would exist between nocturnal SE and SE during a nap for GS. In fact, the better the participant slept during the night, the harder it would be for him/her to fall asleep during a morning nap, since sleep homeostasis has been reset. Conversely, since PSY-I and PARA-I should be more hyperaroused than GS, we hypothesized that a positive relationship would exist between SE of the nocturnal sleep and the nap, confirming previous findings.14 Consequently, the less they slept, the harder it would be for them to fall asleep during a nap the next day.

Finally, this research will allow us to determine if the three groups differ on subjective sleepiness (The Stanford Sleepiness
METHODS

Participants

Participants were divided in 3 groups: 14 PSY-I, 12 PARA-I, and 23 GS. All participants were aged between 25 and 50 years. To be included in the PSY-I group, participants had to meet the following criteria: (a) a subjective complaint of insomnia characterized by difficulties initiating and/or maintaining sleep; (b) the insomnia must have been present ≥ 3 nights a week for > 6 months; (c) a complaint of ≥ 1 daytime consequence attributed to insomnia; (d) distress or significant difficulties in social and/or occupational functioning; and (e) SE ≤ 85%. Participants in the PARA-I group had to meet the same inclusion criteria as those of the PSY-I group, but their objective SE had to be ≥ 85% and their TST had to exceed 390 minutes. An important discrepancy also had to be present between subjective and objective sleep variables: TST (≥ 60 min discrepancy) and SE (≥ 15% discrepancy). For this study, GS had to report sleeping ≥ 7 h per night, satisfaction with their sleep, and no subjective sleep complaints. In addition to not meeting criteria for insomnia, GS had to report not using sleep-promoting agents and having a subjective SE ≥ 85%.

Exclusion criteria for all participants were: (a) a significant medical disorder, (b) major psychopathology, (c) other sleep disorders, (d) strong dependency to tobacco, (e) ongoing psychological treatment, (f) use of a medication known to affect sleep, (g) score ≥ 23 on the Beck Depression Inventory (BDI), or (h) a score ≥ 15 on the Beck Anxiety Inventory (BAI). These criteria were consistent with those of the ICSD-2 and those of Bastien and colleagues.

Procedure

All participants were recruited through media advertisements as well as email sent to the Laval’s university community. Following a brief telephone screening interview, eligible participants were sent a set of questionnaires to evaluate psychological symptoms (BAI and BDI) and sleep difficulties (Insomnia Severity Index [ISI], Dysfunctional Beliefs and Attitudes About Sleep [DBAS-16] and 2 weeks of sleep diaries) that they completed at home. Those who met the inclusion criteria for any of the 3 groups were invited to the sleep laboratory for a clinical interview. Upon arrival to the sleep laboratory, informed consent was obtained. The Structured Clinical Interview for DSM-IV (SCID-IV) was administered to rule out major psychopathologies and the Insomnia Diagnosis Interview (IDI) to explore the nature of insomnia symptoms. These evaluations were conducted respectively by a graduate student in a clinical psychology program (GSJ) and a sleep specialist (CHB). Participants meeting the study criteria underwent four consecutive nights of PSG recordings in the sleep laboratory. The mornings following nights 2 and 3, participants completed a battery of cognitive tests lasting between 90 to 120 minutes. The battery was composed of the following event-related potentials paradigms: go/no-go, distraction, and distraction delay. This procedure was approved by the ethics comity of the Centre de Recherche de l’Institut Universitaire en Santé Mentale de Québec (CER; #183).

Go/NoGo Protocol

During this test, 2 types of auditory stimuli were presented to participants. Stimulus 1 was standard and frequent in occurrence and stimulus 2 was rare and either easy “target 1” or difficult “target 2.” Sounds all had the same duration of 40 ms, a rising time of 2 ms, and an intensity of 70 dB. The inter-stimulus interval varied from 1.3 to 1.7 seconds. Four conditions were presented to participants: (1) Go easy consists of stimulus 1 and target 1; (2) Go difficult consists of stimulus 1 and target 2; (3) NoGo easy (same stimuli as Go easy); and (4) NoGo difficult (same stimuli as Go difficult). Each condition consisted of 200 trials. Instructions differed for each condition: (A) Go conditions: participants have to detect target sounds and ignore standard ones; (B) NoGo conditions: they have to ignore target sounds and detect standard ones.

Distraction

This test consisted of 7 white letters appearing one after the other on a black computer screen. The stimuli were presented for 800 ms each, with an inter-stimulus interval of 200 ms. Participants were instructed to memorize those letters, and after the last one appeared they had to write the letters in the correct order. There were 2 different conditions, totalling 15 trials each, each trial lasting approximately 7 seconds. During the first condition, office-like noises (e.g., telephone, background noises of people chatting) were played while the letters appeared. During the second condition no noises were played.

Distraction Delay

This test is similar to the distraction paradigm, except participants had to memorize numbers instead of letters. There was a 10-sec delay before they were allowed to write down the numbers. There were three conditions consisting of 20 trials each, each trial lasting approximately 17 seconds. In the first condition, while waiting, participants heard a one-syllable non-relevant verbal sound. During the second, the sounds comprised 2 different syllables and there were 5 syllables in the third condition.

After cognitive tests, participants completed the SSS. Altogether, cognitive testing lasted between 90 to 120 min, including a 10-min break halfway through the protocol. Tests were followed by a 20-min nap opportunity during which PSG was recorded. Participants were instructed to try napping and were allowed out of bed if not asleep after 15 min (all participants stayed in bed for 20 min). This procedure was followed on both experimental days.

Measures

To evaluate psychological symptoms, the BAI, BDI, and the SCID-IV were used. To portray sleep difficulties, at-home questionnaires; the ISI and DBAS-16 were completed by
participants. Adequate psychometric properties have been reported for both questionnaires in previous studies. Also, the IDI was used to evaluate the presence of insomnia and its contributing factors. The SSS was completed on mornings 2 and 3 after cognitive testing. This scale was used to evaluate the level of sleepiness of participants after a cognitive demand and just before napping opportunity.

Prior to the nights in the laboratory, participants completed a 2-week sleep diary. The sleep diary assesses subjective sleep quality, so participants had to report their sleep habits, such as the number of awakenings, the length of each awakening, the time spent in bed. From these raw data, the following subjective variables were derived: SOL, the amount of time it took to fall asleep; WASO, the amount of time spent awake after sleep onset; frequency of awakenings (FNA), the number of awakenings during the night; TWT, obtained by the sum of SOL and WASO; TST, the subtraction between the time in bed (TIB) and TWT; and SE, the ratio of TST over TIB.

**PSG Recordings**

PSG was recorded during 4 nights and 2 naps. The same montage was used for every recording. A standard PSG montage was used including electroencephalography (EEG; F3, F4, Fz, C3, C4, Cz, P3, P4, O1, and O2), electromyography (EMG; electrodes on chin), electrocardiography (ECG; electrode on heart) and electro-oculography (EOG; one electrode on the supraorbital ridge of the right eye and another on the infraorbital ridge of the left eye) recordings. Reference electrodes were fixed on the mastoids and the ground was on the forehead. On the first night, leg EMG (electrodes on tibialis) and breathing devices were used to detect breathing disorders and limb movements. The inter-electrode impedance was maintained < 5 kΩ. To amplify the signal from the electrodes, a Grass Model 15A54 amplifier system (Astro-Med Inc., West Warwick, USA; gain 10000; bandpass 0.3-100 Hz) was used, and PSG signals were digitized at a sampling rate of 512 Hz with the commercial product Harmonie (Stellate system, Montreal, Canada). PSG recordings during sleep and nap were visually scored (Luna, Stellate system, Montreal, Canada) by experienced sleep technicians using Rechtschaffen and Kales’ criteria at 20-sec epochs.

In the present study, the objective sleep variables of interest were: SOL, defined as time from lights out to the first epoch of stage 1 sleep; WASO, the time spent awake after sleep onset; TWT, total time spent awake during the nap; TST, the time spent sleeping from lights out to lights on; number of awakenings after sleep onset and; and SE, the ratio of TST over TIB.

**Statistical Analyses**

One-way ANOVAs were used to compare groups on socio-demographic variables, psychological characteristics, and subjective sleep variables from the sleep diary. Independent samples t-tests were then performed on significant main effects. Repeated measures ANOVAs were used to compare groups on objective sleep parameters of nights (duration of each sleep stage and SOL) and on objective sleep parameters of naps (SOL, WASO, number of awakenings, and TWT). Bonferroni post hoc analyses were then performed on significant main effects. Repeated measures ANCOVAs were computed to compare groups on the other sleep parameters of nights (WASO, TST, TWT, and SE) and naps (SE and TST). Age was used as a covariate since it was significantly different between groups, and it was correlated with WASO (night 2: \( R = 0.39, p = 0.006 \); night 3: \( R = 0.29, p = 0.045 \); TWT (night 2: \( R = 0.37, p = 0.009 \); night 3: \( R = 0.27, p = 0.059 \)); SE (nap 1: \( R = -0.30, p = 0.032 \); nap 2: \( R = -0.28, p = 0.065 \); night 2: \( R = -0.40, p = 0.005 \); night 3: \( R = -0.28, p = 0.051 \)); and TST (nap1: \( R = -0.30, p = 0.041 \); nap 2: \( R = -0.26, p = 0.080 \); night 2: \( R = -0.42, p = 0.003 \); night 3: \( R = -0.35, p = 0.014 \)). A Sidak correction was then performed on significant main effects of groups. Bilateral Pearson correlations were computed between SE of night and SE of its corresponding nap and between the SSS score and SE during the nap. Significance levels were set at 0.05.

Variables of participants who did not fall asleep during naps were included in the above statistical analyses; since all participants stayed in bed for the full 20 min, a value of 20 was attributed for SOL for those who did not sleep.

**RESULTS**

**Socio-demographic, Psychological Measures, and Subjective Sleep Variables**

Statistical analyses showed that PSY-I, PARA-I and GS were similar in gender \((p = 0.291)\), and education \((p = 0.900)\). GS were significantly younger than PSY-I and PARA-I \((p = 0.050)\), age varying between 25 and 49. There was no significant difference between INS groups concerning the duration of insomnia \((p = 0.260)\), ranging from 0.25 to 30 years. Analyses also revealed that the severity of insomnia symptoms measured by the ISI varied between 0 and 9 and was significantly greater in PSY-I and PARA-I than GS \((p < 0.001)\). Both groups of INS reported more depressive symptoms (BDI scores ranging from 0 to 20 \((p = 0.001)\)), and anxiety symptoms (BAI scores ranging from 0 to 15 \((p = 0.002)\)), than GS; and scores on the DBAS-16 were significantly higher for PSY-I and PARA-I than GS \((p < 0.001)\), with scores ranging from 17 to 108. Finally, analyses revealed significant differences among groups for all variables on the sleep diary \((p < 0.001)\), values for SOL varying from 1.72 to 116.79 min, from 0 to 105.36 min for WASO, from 223 to 552 min for TST, and from 51.90% to 99.90% for SE. Again, INS reported longer SOL and WASO while reporting shorter TST and lower SE than GS. Therefore, subjectively, INS had poorer sleep quality and quantity than GS. Table 1 illustrates means and SDs for each of the above variables.

**Objective Sleep Parameters and Subjective Sleepiness Measures**

No significant differences between groups were found for all objective sleep parameters of nights \((0.208 \geq p \geq 0.293)\); SOL ranging from 0.67 to 75.33 min, SE from 68% to 97%, WASO from 3.33 to 151.33 min, TST from 349 to 519.33 min, and TWT from 6.33 to 131 min. For the duration of sleep stages, no effect of groups was found for any stages \((0.253 \geq p \geq 0.813)\). The duration of stage 1 varied from 0 to 267 min, from 147.33 to 360 min for stage 2, from 0 to 68.67 min for stage 3, from 0 to 49.67 for stage 4, and from 65.67 to 169.33 for REM sleep. Since no significant differences were found between groups for objective sleep parameters on either night, no sleep patterns
between groups could be identified. See Table 2 for more details on objective sleep parameters of both nights. On objective sleep parameters of naps (naps were treated separately), analyses revealed main effect of groups for SOL (p = 0.008), values ranging from 0 to 20 minutes. Post hoc analyses indicated that PARA-I had a significantly longer SOL than GS (p = 0.014), and the difference between PSY-I and GS was marginally significant (p = 0.078), PSY-I having a longer SOL than GS. A significant difference was also found for TWT (p = 0.003), with PSY-I (p = 0.019), and PARA-I (p = 0.010) spending significantly more time awake during their naps than GS. Values of TWT varied from 0.33 to 20 minutes. No main effects of groups were observed for WASO (p = 0.110) and number of awakenings (p = 0.427), with WASO varying from 0 to 19.67 min and number of awakenings from 0 to 3. When controlling for age, analyses showed a significant group effect for TST (p = 0.008), where TST was significantly shorter for PSY-I (p = 0.021) and PARA-I (p = 0.034) than GS. Values of TST ranged between 0 to 20 min. Finally, values of SE varied from 0 to 98% and was significantly different between groups (p = 0.009), SE being significantly higher for GS than PSY-I (p = 0.025) and PARA-I (p = 0.036). Conversely, when analyses compared objective measures from the first nap with those of the second one, no main effect of naps was found. Therefore, objective nap measures were similar on both napping opportunities. In sum, analyses on objective sleep parameters of naps showed that GS had a better capacity to nap than PARA-I and

### Table 1—Means (SD) of sociodemographic, psychological data and subjective sleep variables of psychophysiological INS (PSY-I), paradoxical INS (PARA-I), and good sleepers (GS)

<table>
<thead>
<tr>
<th></th>
<th>PSY-I (n = 14)</th>
<th>PARA-I (n = 12)</th>
<th>GS (n = 23)</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>1.27</td>
<td>0.291</td>
</tr>
<tr>
<td>Male</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>36.00 (8.17)</td>
<td>36.50 (8.70)</td>
<td>30.96 (5.82)</td>
<td>3.21</td>
<td>0.050*</td>
</tr>
<tr>
<td>Education (years)</td>
<td>16.31 (3.77)</td>
<td>16.17 (4.11)</td>
<td>16.70 (2.68)</td>
<td>0.11</td>
<td>0.900</td>
</tr>
<tr>
<td>Insomnia duration (years)</td>
<td>11.31 (11.62)</td>
<td>7.03 (5.46)</td>
<td>–</td>
<td>t = 1.16</td>
<td>0.260</td>
</tr>
<tr>
<td>Questionnaires</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISI</td>
<td>6.14 (1.35)</td>
<td>7.83 (1.12)</td>
<td>1.09 (1.08)</td>
<td>157.98</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>BDI</td>
<td>10.00 (6.02)</td>
<td>8.83 (5.31)</td>
<td>3.35 (3.59)</td>
<td>9.28</td>
<td>0.001**</td>
</tr>
<tr>
<td>BAI</td>
<td>8.44 (4.36)</td>
<td>6.63 (4.47)</td>
<td>3.17 (3.06)</td>
<td>7.61</td>
<td>0.002*</td>
</tr>
<tr>
<td>DBAS-16</td>
<td>85.79 (14.42)</td>
<td>74.18 (13.34)</td>
<td>54.77 (22.64)</td>
<td>12.53</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Sleep diary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOL</td>
<td>31.94 (25.3)</td>
<td>45.75 (35.47)</td>
<td>11.94 (8.83)</td>
<td>9.37</td>
<td>&lt; 0.001**</td>
</tr>
<tr>
<td>WASO</td>
<td>31.93 (21.94)</td>
<td>49.05 (32.87)</td>
<td>7.10 (8.91)</td>
<td>17.31</td>
<td>&lt; 0.001**</td>
</tr>
<tr>
<td>TST</td>
<td>410.29 (43.94)</td>
<td>331.21 (52.16)</td>
<td>462.89 (44.41)</td>
<td>32.09</td>
<td>&lt; 0.001**</td>
</tr>
<tr>
<td>SE</td>
<td>82.18 (5.35)</td>
<td>69.14 (11.07)</td>
<td>93.22 (3.94)</td>
<td>51.89</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Questionnaires</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISI</td>
<td>6.14 (1.35)</td>
<td>7.83 (1.12)</td>
<td>1.09 (1.08)</td>
<td>157.98</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>BDI</td>
<td>10.00 (6.02)</td>
<td>8.83 (5.31)</td>
<td>3.35 (3.59)</td>
<td>9.28</td>
<td>0.001**</td>
</tr>
<tr>
<td>BAI</td>
<td>8.44 (4.36)</td>
<td>6.63 (4.47)</td>
<td>3.17 (3.06)</td>
<td>7.61</td>
<td>0.002*</td>
</tr>
<tr>
<td>DBAS-16</td>
<td>85.79 (14.42)</td>
<td>74.18 (13.34)</td>
<td>54.77 (22.64)</td>
<td>12.53</td>
<td>&lt; 0.001***</td>
</tr>
</tbody>
</table>

*Significant difference with PSY-I; **significant difference with PARA-I; p ≤ 0.05; **p ≤ 0.001. ISI, Insomnia Severity Index; BDI, Beck Depression Inventory; BAI, Beck Anxiety Inventory; DBAS-16, Dysfunctional Beliefs and Attitudes about Sleep; SOL, sleep onset latency; WASO, wake after sleep onset; TST, total sleep time; SE, sleep efficiency.

### Table 2—Means (SD) of polysomnographic objective sleep parameters of nights of psychophysiological INS (PSY-I), paradoxical INS (PARA-I), and good sleepers (GS)

<table>
<thead>
<tr>
<th></th>
<th>PSY-I (n = 14)</th>
<th>PARA-I (n = 12)</th>
<th>GS (n = 23)</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective sleep parameters of nights</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOL</td>
<td>13.38 (12.30)</td>
<td>13.67 (12.45)</td>
<td>6.47 (5.77)</td>
<td>8.50 (7.78)</td>
<td>9.81 (15.86)</td>
</tr>
<tr>
<td>WASO</td>
<td>38.55 (31.41)</td>
<td>42.52 (39.76)</td>
<td>47.25 (33.07)</td>
<td>38.75 (32.98)</td>
<td>23.03 (20.53)</td>
</tr>
<tr>
<td>TST</td>
<td>437.71 (52.15)</td>
<td>437.64 (47.00)</td>
<td>425.81 (30.36)</td>
<td>424.97 (33.00)</td>
<td>454.57 (33.76)</td>
</tr>
<tr>
<td>TWT</td>
<td>51.93 (36.82)</td>
<td>56.19 (43.78)</td>
<td>53.72 (34.96)</td>
<td>47.25 (34.51)</td>
<td>32.84 (29.68)</td>
</tr>
<tr>
<td>SE (%)</td>
<td>88.36 (7.87)</td>
<td>87.71 (8.32)</td>
<td>87.83 (6.65)</td>
<td>89.00 (6.73)</td>
<td>9.09 (5.95)</td>
</tr>
<tr>
<td>Duration of sleep stages (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1</td>
<td>12.88 (7.79)</td>
<td>13.74 (11.93)</td>
<td>11.56 (6.85)</td>
<td>33.14 (74.24)</td>
<td>11.01 (7.35)</td>
</tr>
<tr>
<td>Stage 2</td>
<td>288.55 (34.89)</td>
<td>281.83 (46.84)</td>
<td>281.47 (32.30)</td>
<td>280.17 (34.00)</td>
<td>301.61 (32.67)</td>
</tr>
<tr>
<td>Stage 3</td>
<td>22.43 (14.52)</td>
<td>21.83 (19.25)</td>
<td>18.92 (20.43)</td>
<td>21.11 (21.87)</td>
<td>25.29 (20.09)</td>
</tr>
<tr>
<td>Stage 4</td>
<td>2.02 (4.17)</td>
<td>2.79 (4.11)</td>
<td>3.61 (6.15)</td>
<td>4.20 (10.07)</td>
<td>5.01 (10.28)</td>
</tr>
<tr>
<td>REM</td>
<td>111.83 (28.54)</td>
<td>117.45 (26.72)</td>
<td>110.25 (24.16)</td>
<td>108.39 (19.24)</td>
<td>111.64 (21.54)</td>
</tr>
</tbody>
</table>

SOL, sleep onset latency; WASO, wake after sleep onset; TST, total sleep time; TWT, total wake time; SE, sleep efficiency.
For the subjective sleepiness measure, analyses revealed no effect of groups for the SSS (p = 0.204), and scores varied from 1 to 5. Table 3 illustrates means and SDs for subjective sleepiness before naps from the SSS.

### Correlations between Objective and Subjective Measures

Bilateral Pearson correlation between SE of night 2 and SE of nap 1 was significant (R = 0.35, p = 0.02). Also, SE of night 3 and SE of nap 2 were significantly positively correlated (R = 0.31, p = 0.04). For both bilateral Pearson correlations, Mahalanobis distances confirmed the absence of bivariate outliers at a critical value of p ≤ 0.001. Figure 1 illustrate these relationships on scatterplots. When analyses were computed on each group separately, no significant correlations were found between SSS and SE of nap 1 (PSY-I: R = 0.18, p = 0.568; PARA-I: R = -0.22, p = 0.517; GS: R = 0.22, p = 0.129) or between SSS and SE of nap 2 (PSY-I: R = 0.25, p = 0.483; GS: R = 0.33, p = 0.129).

### DISCUSSION

In the present study, GS and INS, classified in psychophysiological and paradoxical types, were compared on sleep parameters and characteristics during naps following a mentally challenging battery of cognitive tests. Socio-demographic data

---

**Table 3**—Means (SD) of polysomnographic objective sleep parameters of naps and subjective sleepiness of psychophysiological INS (PSY-I), paradoxical INS (PARA-I), and good sleepers (GS)

<table>
<thead>
<tr>
<th></th>
<th>PSY-I (n = 14)</th>
<th>PARA-I (n = 12)</th>
<th>GS (n = 23)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nap 1</td>
<td>Nap 2</td>
<td>Nap 1</td>
</tr>
<tr>
<td># who slept</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>SOL (min)</td>
<td>12.19 (8.26)</td>
<td>12.83 (9.25)</td>
<td>15.80 (6.96)</td>
</tr>
<tr>
<td>WASO (min)</td>
<td>8.07 (3.39)</td>
<td>11.13 (6.95)</td>
<td>9.00 (5.48)</td>
</tr>
<tr>
<td>Awakenings</td>
<td>0.50 (0.91)</td>
<td>0.08 (0.29)</td>
<td>0.50 (1.08)</td>
</tr>
<tr>
<td>TST (min)</td>
<td>3.44 (4.36)</td>
<td>2.86 (5.33)</td>
<td>1.97 (3.65)</td>
</tr>
<tr>
<td>TWT (min)</td>
<td>16.56 (4.57)</td>
<td>17.36 (6.35)</td>
<td>18.87 (3.44)</td>
</tr>
<tr>
<td>SE (%)</td>
<td>17.25 (22.23)</td>
<td>14.08 (26.74)</td>
<td>9.20 (17.34)</td>
</tr>
<tr>
<td>SSS (0-5)</td>
<td>3.14 (0.95)</td>
<td>2.79 (0.89)</td>
<td>3.00 (1.12)</td>
</tr>
</tbody>
</table>

*pSignificant difference with PSY-I, bsignificant difference with PARA-I; *p ≤ 0.05. SOL, sleep onset latency; WASO, wake after sleep onset; TST, total sleep time; TWT, total wake time; SE, sleep efficiency; SSS, Stanford Sleepiness Scale.

---

**Figure 1**

(A) Correlation between sleep efficiency (SE) of night 2 and SE of nap 1. (B) Correlation between SE of night 3 and SE of nap 2.

PSY-I. See Table 3 for more comprehensive details on objective parameters of naps.
revealed that both groups of INS were significantly older than GS. Until now, there has been no data available to our knowledge to illustrate the impact of age on PSG recordings variables during a single nap. However, a review paper on MSLT revealed that age contributed to a significant increase in MSLT latency. Since groups were significantly different in age, this was factored in our statistical design. Therefore, we could ensure the significant difference of age between groups did not contribute to the significant differences between groups found for some nap parameters.

Results failed to show significant differences between GS, PSY-I, and PARA-I on objective sleep parameters during both nights of PSG recording. These results might be explained by the fact that INS usually sleep better in the laboratory than at home and that GS have a poorer sleep quality in the laboratory. Therefore, sleep patterns of these two populations during laboratory PSG recordings tend to be similar, and the differences that actually exist between them are attenuated. The poorer quality of sleep obtained by GS during laboratory nights might result in some kind of partial sleep deprivation, which could explain why GS slept better during their naps following prolonged cognitive testing compared to both groups of INS. In fact, GS fell asleep significantly faster, their TST was longer, their TWT was shorter, and their SE was greater than PSY-I and PARA-I. Conversely, our results also suggest that for INS, hyperarousal appears to predominate over mental exhaustion following cognitive testing. One explanation might be that completing the battery of cognitive tests increased the cognitive load, which in turn contributed to hyperactivation of cognitive functions in INS, and prevented them from falling asleep. As for GS, prolonged cognitive testing most likely did not contribute to cognitive arousal but more to mental fatigue, as they slept relatively well during naps. Results obtained for objective sleep parameters during naps support the neurocognitive model of insomnia stating that cognitive arousal contributes to poor sleep in insomnia. These results may parallel what is observed at night when INS experience cognitive loading and are unable to fall asleep. This finding suggests that the neurocognitive model is not only applicable to nighttime sleep but also to napping, and it could be an explanation for the inability to nap characterizing INS.10,14

Data from the SSS completed at the end of cognitive testing and before napping support previous observations and confirm the present hypothesis, that hyperarousal contributes to the inability to nap. In fact, even though the analyses did not reach significance for the SSS, PSY-I had higher scores than PARA-I and GS, and the scores of PARA-I on the SSS were greater than GS. These results suggest that after prolonged cognitive testing PSY-I reported being the sleepiest, followed by PARA-I and then GS. So, both groups of INS subjectively reported being sleepy, but they were, in general, unable to nap, which suggests again that hyperarousal predominates over sleepiness in insomnia. That said, it could be suggested that GS were as mentally exhausted as PSY-I and PARA-I after testing, but since they were not as cognitively aroused, they slept better. There is also the possibility that partial sleep deprivation explains napping abilities in GS.

We found significant positive correlations between SE during the night and SE of the nap on the next day. As such, it appears that the better participants slept during the night, the better was their ability to nap the next day. The opposite is also true; a low SE for the night led to a low SE during nap on the following day. These results are difficult to reconcile with the literature presented earlier and with other results. Still, nightly and daily sleep efficiencies varied together only when the total sample was taken as a whole and not when groups were studied independently. It is possible that the few observations in each group lead to a lack of power, hence a lack of within-group significant relationship between night and day. Nonetheless, it is also possible than instead of varying with the present night of sleep, daily SE might vary with the SE of the subsequent night of sleep. As is often acknowledged in CBT-I (in the sleep restriction module and/or sleep hygiene instructions16), napping during the day may well influence or borrow on the following night of sleep in INS but not on the nocturnal SE of GS. Our sample had more GS than INS as a whole and might just reflect this last statement. Still, this hypothesis remains to be tested in a larger sample and also on subsequent days and nights.

Alternatively, one might argue that for INS, a greater sleep pressure would build up as a result of the quality of sleep during the night, which would equate to a better nap opportunity the next day. However, the fact that INS tend to increase their time spent in bed in order to increase their sleeping time would most likely contribute to an elevation of hyperarousal, which would diminish the nap opportunity. Additionally, a 20-minute window was used for the naps, similar to a MSLT protocol. Maybe it is not long enough to fall asleep when participants are tired; the time required to fall asleep might be higher in this case. There is also the possibility that SE during the nap would have been normal after a bad night sleep if participants were allowed to nap as long as they wish and if the time pressure to fall asleep was removed. However, the observation obtained in the present study confirmed results previously found.14

In general, the results have shown no significant differences between PSY-I and PARA-I for nap parameters. Even though diagnostic criteria for PSY-I and PARA-I are different, there is a possibility that the level of hyperarousal during the day is similar for both groups of INS, which would explain why no significant differences were found between these two groups for objective nap parameters. Also, if levels of hyperarousal are independent of the amount of nocturnal sleep obtained objectively, it would explain the subjective reports of poor sleep in PARA-I.7 Nonetheless, the distinction between PSY-I and PARA-I is not as clear when hyperarousal is taken into account. Future studies on objective nap parameters in INS should take this into consideration and combine PSY-I and PARA-I since there is a possibility that hyperarousal influences to a comparable extent the quality of naps in both types of insomnia. However, this hypothesis also remains to be tested.

The small number of participants in each group limits the interpretations of our results. Therefore, we have to be careful when generalizing and a replication with a larger sample is warranted. Also, to ensure participants actually experienced mental fatigue after completing the battery of cognitive tests, a scale of mental exhaustion should have been used. This would have allowed determining as to whether mental exhaustion contributed to the difficulty in napping in INS. Moreover, we also assume that cognitive testing had an impact on sleep characteristics of naps, but it is possible that the same results would
have been obtained in the absence of mentally exhausting tests. Therefore, the presence of a nap not preceded by cognitive testing would have been useful to identify if the results obtained were influenced by the tests or if they had no impact on naps. It would have allowed us to determine if diagnosis alone was sufficient to explain between-group differences on sleep parameters during naps or if prolonged cognitive tests contributed to the results.

To conclude, it seems that INS, independent of type, are more hyperaroused than GS during napping. This observation suggests that the high level of hyperarousal characterizing insomnia influences their functioning not only during the night, but also during the day. Finally, this study contributes to a better understanding of the phenomenon of hyperarousal and gives some insights for future research in the field of insomnia. Additionally, these results confirm once more that insomnia is a 24-hour problem, particularly in the hyperarousal domain. Nonetheless, more studies need to explore nap parameters in a population of INS in order to support these results.
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Predictors of Treatment Response to Brief Behavioral Treatment of Insomnia (BBTI) in Older Adults
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Study Objectives: The extant literature on predictors of treatment response to behavioral treatments for insomnia is equivocal and limited in scope. The current study examined demographic, clinical, and sleep characteristics as predictors of clinically significant treatment response to brief behavioral treatment of insomnia (BBTI) in older adults with insomnia.

Methods: Thirty-nine older adults with insomnia (67% females, mean age: 72.54 years) were randomized to BBTI treatment. Treatment outcomes were defined according to 2 criteria: (1) “response,” defined as change in Pittsburgh Sleep Quality Index (PSQI) score ≥ 3 points or increase in sleep diary sleep efficiency ≥ 10%; or (2) remission, defined as absence of a clinical diagnosis of insomnia according to standard diagnostic criteria. Logistic regression examined whether baseline demographic, clinical, or sleep characteristics predicted treatment outcomes at 1 month follow-up.

Results: Demographic variables did not predict treatment outcomes for either criterion. Higher anxiety, depression, poorer sleep quality, and longer polysomnography (PSG)-assessed sleep latency predicted greater likelihood of response at follow-up (p < 0.05). Longer sleep duration at baseline (measured by sleep diary and PSG) predicted greater likelihood of the remission at follow-up (p < 0.05).

Conclusion: Patients with insomnia who have greater distress at baseline or prolonged sleep latency are more likely to show positive response to BBTI. In contrast, short sleepers at baseline are less likely to have resolution of insomnia diagnosis following BBTI, perhaps due to the sleep restriction component of the treatment. Identifying the characteristics that predict positive BBTI treatment outcomes can facilitate personalized behavioral treatments to improve outcomes.
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Insomnia is a chronic and persistent sleep disorder which affects approximately 10% of the adult population, and up to 20% in geriatric populations. Over the past 20 years, robust and consistent evidence has demonstrated that behavioral interventions (under the umbrella of cognitive behavioral therapy for insomnia; CBTI) are comparably efficacious and perhaps more enduring than pharmacologic interventions. Despite the well-documented benefits of CBTI, pharmacotherapy remains the front-line treatment for insomnia in many primary care settings, in part due to the lack of trained CBTI clinicians. To address this challenge, our group recently demonstrated the efficacy of a variant of CBTI, called brief behavioral treatment of insomnia (BBTI), in a sample of older adults with insomnia. BBTI is shorter in duration than traditional CBTI and designed to be delivered by a nurse with limited training in sleep medicine. The improvements seen with BBTI (effect sizes ranging from 0.62-0.96 for quantitative sleep parameters) were comparable in magnitude to those reported in a meta-analysis of CBTI and other behavioral interventions for insomnia in older adults. As with traditional CBTI, however, there was considerable variability in treatment response to BBTI. In other words, though treatment was efficacious overall, not all patients demonstrated significant improvement. Identifying characteristics of individuals who are more or less likely to benefit from a given treatment is of critical clinical importance in order to maximize patient benefits and cost-effectiveness, and minimize side effects. Therefore, the purpose of the present study is to identify predictors of treatment response to BBTI.

Although this is the first study to examine predictors of response to BBTI, previous research has examined the influence of several demographic, clinical, and psychiatric variables on treatment response to CBTI. For the most part, however, prior results are equivocal, perhaps due to methodological differences across studies. For instance, age has not been consistently...
related to treatment response, with a handful of studies reporting older age being related to poorer outcome and other studies showing no influence of age on treatment response, perhaps due to differences in study eligibility criteria (including a varying range of ages for “older” or “younger” participants) or statistical control for medical comorbidities, which are particularly common in older adults. Indeed, once screened for medical comorbidities, older patients have been shown to respond similarly to their younger counterparts. These findings suggest that older age does not portend poorer treatment response; however, comorbidities associated with increasing age may account for age differences in treatment outcome.

Differences in eligibility criteria may also account for equivocal findings with regard to baseline clinical characteristics. For instance, in a clinical effectiveness trial, which included patients representative of those presenting in clinical practice, Espie and colleagues found that higher levels of baseline depression and anxiety and initial insomnia severity predicted greater treatment response. In contrast, the majority of clinical trials of CBTI, which have been conducted in highly controlled research trials with more stringent eligibility criteria, have shown higher severity and longer duration of insomnia associated with poorer response, while other studies have shown no relation to treatment response. Thus, given the conflicting nature of these results and that the vast majority of insomnia patients can be characterized as comorbid cases (particularly among older adults), further investigation of predictors of treatment response in samples more characteristic of the general insomnia population is warranted.

Aside from patient characteristics, the operational definition of treatment response varies widely and may influence the clinical significance of treatment response. To date, most studies assess treatment response via change in clinically relevant quantitative sleep parameters (e.g., sleep latency, wakefulness after sleep onset, sleep efficiency) measured via sleep diaries and/or actigraphy. Although these quantitative criteria have the utility of being well recognized and relatively well standardized in terms of research diagnostic criteria, their clinical utility is somewhat limited as current clinical diagnostic criteria are based on the clinical complaint of insomnia with daytime impairment, and do not specify quantitative parameters (e.g., sleep latency > 30 min). Moreover, quantitative criteria may not adequately reflect the patient’s experience of clinically significant improvement. For instance, Currie and colleagues demonstrated that 57% of patients met treatment response criteria based on significant reductions in Pittsburgh Sleep Quality Index (PSQI) scores after 7 weeks of treatment; however, only 18% were considered fully recovered from their sleep problems, based on reliable change in PSQI scores and clinical criteria for normative values on diary-assessed quantitative sleep parameters (e.g., total sleep time, sleep efficiency) and PSQI scores < 5. Reimann and Perlis have also recently advocated for outcome data that can be interpreted in terms of clinical relevance, such as percentages of responders/non-responders or those meeting/not-meeting insomnia diagnostic criteria at follow-up.

Finally, few previous investigations have examined physiological predictors of treatment response. In a sample of middle-aged adults with insomnia, Krystal and Edinger found that lower peak delta and a more gradual decline of delta across NREM periods prior to treatment predicted a greater subjective response to CBTI. Given age-related changes in sleep architecture and micro-architecture, particularly with regard to the levels and slope of decline in delta activity and the putative role of homeostatic sleep pressure as a mechanism of change in behavioral insomnia treatments, examination of the role of delta activity as a predictor of treatment response in older adults may provide useful insights into how to further improve or refine behavioral insomnia treatments.

In summary, prior research on predictors of treatment response to CBTI have not identified a reliable set of predictors to treatment response, and no prior study has examined predictors of response to BBTI. Several methodological characteristics of the BBTI clinical trial offer unique opportunities to address unresolved issues in the extant literature on predictors of treatment response to CBTI. In particular, the BBTI trial includes older adults recruited from the community and ranging in age from 62 to 88 years, which offers the opportunity to examine predictors of treatment response in an older adult population. In addition, to maximize generalizability of the results and in contrast to most prior clinical trials of behavioral treatments of insomnia, the BBTI trial did not exclude based on the presence of other co-occurring medical or psychiatric conditions, which more accurately reflects the vast majority of insomnia cases. The current study incorporates a broader assessment of demographic, clinical, and physiological predictors of treatment response than has been considered in prior research. Finally, the current study includes treatment response criteria that are intended to more closely reflect clinically relevant domains of improvement.

**METHODS**

**Overview**

These data were collected as part of a study of older adults with chronic insomnia (symptoms present ≥ 1 month) and their response to a brief behavioral treatment for insomnia (BBTI; AG 20677; Buysse, PI). Detailed study procedures have been published previously. Briefly, participants were recruited from a single primary care practice in the Pittsburgh area or from community advertisements. Following screening and baseline assessments, participants were randomly assigned to an active treatment condition (BBTI) or information-control condition. Given the current study focus on predictors of BBTI treatment outcome, participants included in the present analyses (n = 39) were insomnia patients who were randomized to BBTI treatment. Predictors of treatment outcome were collected at the baseline assessment and included demographic and clinical characteristics assessed by questionnaires, and sleep characteristics assessed by sleep diaries, actigraphy, and polysomnography. Treatment response was determined after 4 weeks of treatment. The University of Pittsburgh Biomedical Institutional Review Board approved this study. All participants provided written informed consent.

**Participants**

Eligibility criteria required that participants be at least 60 years of age and meet the general criteria for insomnia in the Diagnostic and Statistical Manual of Mental Disorders, 4th ed.
A score < 25 on the Folstein Mini Mental Status Exam) or pants had comorbid insomnia. The following exclusion criteria: medical or psychiatric disorders. Therefore, most of our participants were eligible if they had stable, co-occurring medical comorbidities. As part of the interview, we administered an insomnia symptom checklist (see supplemental material, Figure S3) to specifically examine DSM-IV and ICSD-2 criteria. Specifically, insomnia criteria included: presence of a sleep complaint lasting for at least one month (median duration of symptoms = 351 weeks; minimum = 35 weeks; maximum = 2,860 weeks); adequate opportunity and circumstances for sleep; and evidence of significant distress or daytime impairment. The checklist was administered at both time points and was used to determine the presence/absence of insomnia post-treatment.

To optimize the clinical relevance and generalizability of the study, participants were eligible if they had stable, co-occurring medical or psychiatric disorders. Therefore, most of our participants had comorbid insomnia. The following exclusion criteria were applied: presence of dementia (identified by history or a score < 25 on the Folstein Mini Mental Status Exam) or delirium; previously undiagnosed and untreated depressive, anxiety, psychotic, or substance use disorders (those with stably treated depressive and anxiety disorders were not excluded); untreated severe obstructive sleep apnea syndrome (apnea-hypopnea index [AHI] > 20), restless legs syndrome or other sleep disorders (those with stably-treated sleep disorders were not excluded); hospitalization within the past 2 weeks; ongoing chemotherapy or other cancer treatment; and terminal illness with life expectancy less than 6 months.

**Intervention**

Detailed descriptions of BBTI efficacy data and therapeutic guidelines have been previously reported. The manualized intervention consists of a single 45- to 60-min in-person, individual session, followed by a 30-min follow-up session 2 weeks later, and 20-min phone sessions after 1 and 3 weeks of treatment. All sessions were conducted by a master’s level mental health nurse. BBTI shares many features of standard CBTI; however, it is distinct in its explicit behavioral focus (i.e., primary treatments are stimulus control and sleep restriction), its relatively short duration including 2 phone call sessions, its delivery by a nurse without prior training in behavioral sleep medicine, and the provision of a hard-copy workbook which includes the treatment rationale and specific written instructions for prescribed sleep behaviors. All intervention sessions were audi-taped. An independent evaluator randomly rated 33% of the audio-tapes using a checklist of the 4 treatment elements specified in the treatment manual to rate treatment fidelity. BBTI sessions contained 97% (SD = 3.2) of intended BBTI treatment elements.

**Treatment Predictors**

Baseline predictors of treatment outcome were assessed prior to treatment initiation and included data from interviews and questionnaires, sleep diaries, wrist actigraphy, and polysomnography (individual methods described below).

**Demographics**

Demographic characteristics including age, sex, marital status, race/ethnicity, and education were assessed by self-report.

**Baseline Clinical Characteristics**

Depressive symptoms were assessed with the 17-item Hamilton Rating Scale for Depression (HRSD). The HRSD is a clinician-administered interview scale that assesses the presence and severity of 17 symptoms of depression experienced in the past week using a varied response format ranging from 0-2 to 0-4 (with higher scores indicating greater depression severity), and exhibits well-documented reliability and validity. Anxiety symptoms were assessed using the Hamilton Anxiety Rating Scale (HARS), a widely used and well-validated interview scale that assesses 14 symptoms of anxiety. Three items on the HRSD and 1 item on the HARS pertaining to sleep disturbance were removed from all subsequent analyses to avoid confounding with the outcomes. Given research suggesting that people’s beliefs and expectations with respect to behavioral treatments play a crucial role in shaping their experiences and outcomes of that treatment, we administered a modified, 4-item version of the Credibility and Expectancy Questionnaire (CEQ) to all participants prior to their first treatment session, but after a brief description of each treatment condition (BBTI or information-control was provided). Example items were: “How sensible/logical does this intervention seem?” and “how much improvement in your sleep do you think will occur because of this type of treatment?” The 4 items were standardized and summed, yielding a total score with excellent internal consistency (α = 0.85).

Medical comorbidities were evaluated with a comorbidity questionnaire developed at the Center for Research on Chronic Disorders at the University of Pittsburgh School of Nursing. This measure is adapted from the Charlson Comorbidity Index but includes a wider range of conditions, which were grouped into 17 categories (e.g., arthritis, cancer, coronary heart disease, diabetes).

Information regarding participants’ use of medications known to affect sleep or wake functions (benzodiazepines, hypnotics, antidepressants, antipsychotics, anxiolytics, stimulants, antihistamines, decongestants, corticosteroids, diuretics) was collected via self-report and included as a potential predictor of treatment outcome.

**Baseline Sleep Characteristics**

The Pittsburgh Sleep Quality Index (PSQI) was used as a measure of global sleep quality. The PSQI is a widely-used, well-validated, self-report scale, used to assess sleep quality in the past month. Global PSQI score was utilized, with a total possible range from 0 (good sleep quality) to 21 (poor sleep quality). In the current sample, PSQI scores ranged from 6-16; (skewness = 0.34; kurtosis -0.61).

The Pittsburgh Sleep Diary (PghSD) is a prospective self-report measure of daytime activities, sleep behaviors, and sleep parameters. Previous research has demonstrated that the PghSD is sensitive to differences between sleep disorder patients and good sleeper controls, and to behavioral treatment effects in insomnia patients. The PghSD was administered via paper and pencil and collected for 2 weeks (mean = 13 days, SD = 1.49) at baseline. Baseline sleep diary sleep latency (SL), wakefulness after sleep onset (WASO), and total sleep time (TST), averaged over 2 weeks of baseline data collection, were evaluated as predictors of treatment outcome. Sleep diary sleep...
efficiency (SE; calculated as the ratio of time spent asleep/time in bed) collected after treatment was utilized in the definition of treatment response (as defined below).

Wrist actigraphy was measured with the Minimitter Actiwatch-64 device (Respironics, Inc., Murrysville, PA), which was worn concurrently with the collection of sleep diary data (mean = 13.86 days; SD = 1.49). Actigraphy is wrist-watch-sized, motion-sensitive monitors worn on the participant’s nondominant arm that can be used to provide a behavioral measure of sleep-wake patterns. Actigraphy data were collected in 1-min epochs and analyzed with the validated Actiware Version 5.04 software program. Actigraphy variables evaluated as predictors of treatment outcome included SL, WASO, and TST (expressed in minutes). We used definitions provided by the Actiware software for these variables, which rely on values for bedtime and rise time from the sleep diary.

Visually scored and Quantitative EEG Sleep. Polysomnography (PSG) was conducted in participants’ homes at their habitual sleep times using Compumedics Siesta units (Compumedics Limited, Abbotsford, Victoria, Australia). One screening PSG night was used to rule out severe obstructive sleep apnea or periodic limb movements (i.e., participants with apnea-hypopnea index [AHI] > 20 or periodic limb movement arousal index [PLMA-I] > 20, [according to American Academy of Sleep Medicine Task Force standards] were excluded). Visual sleep stage scoring was conducted in 20-sec epochs by trained PSG sleep technologists with established reliability, using standard scoring criteria; this study was conducted prior to the AASM 2007 scoring rules. Visually scored PSG measures evaluated as predictors of treatment outcome were averaged over nights 2 and 3 and included SL, WASO, TST, AHI, and PLMA-I. In addition, quantitative EEG analysis was performed to quantify average power in the delta (0.05-4.0 Hz) range and slope of delta activity across the night, given previous associations between visually scored delta activity and treatment response. Modified periodograms were computed using the fast Fourier transform (FFT) of non-overlapping 4-sec epochs of the sleep EEG. NREM EEGs were binned into 5-min averages across each NREM period. Any 5 min epoch that had > 4 min of artifact was removed, as well as one peak epoch from each NREM period. The one peak epoch was removed since we often saw extreme blips at beginning or end of NREM period that we believed to be artifact due to sleep staging. The peak and average delta in each NREM period was calculated from the remaining epochs. A mixed effects repeated measures analysis of variance was used to model peak and average delta across NREM periods using random intercept and slope. A natural log transformation was used on both peak and average delta in the analyses. Models were run using whole group and each subject’s model-based estimate of their intercept and slope as predictors in a logistic regression.

Treatment Outcomes

There are no universally accepted criteria for assessing response or remission in insomnia treatment studies. For the current study, outcomes were chosen because they met the following criteria which are thought to be indicative of clinically significant change: (1) outcomes correspond to approximately 1 standard deviation of the pretreatment values (i.e., a “large effect” according to Cohen’s D of approximately 1.0); (2) outcomes are consistent with mean change values in published clinical trials; and (3) outcomes correspond to a change score of approximately -8 on the Insomnia Severity Index. Specifically, for the current study we focused on 2 binary treatment outcomes: (1) response/remission versus partial response or nonresponse; and (2) clinical remission, defined as the participant no longer meeting DSM-IV-TR and ICSD-2 criteria for insomnia disorder after treatment using a structured interview and checklist (described above). As reported in the BBTI efficacy study, the response/remission category consisted of those participants who had a change in PSQI score ≥ 3 points or increase in diary SE ≥ 10% (response) or remission defined as response criterion plus final PSQI score of < 5 and sleep diary SE of > 85%, corresponding to “good sleep” values. The partial response or nonresponse category consisted of those who showed improvement in PSQI or SE but worsening in the other measure or change in PSQI < 3 points and increase in sleep diary SE < 10%, respectively. For the current study, we refer to these categories as “response” (inclusive of response or remission) versus “non-response” (inclusive of partial or nonresponse).

Analyses

Sleep variables with non-normal distributions (i.e., sleep latency across all methods and diary-assessed WASO) were normalized using logarithmic transformations prior to analyses. Logistic regression models regressed each of the individual baseline variables on response or clinical remission criteria. Statistical analyses were conducted using IBM SPSS software, version 19. Statistical significance was set at a p-value of p < 0.05.

RESULTS

Table 1 describes sample characteristics for the 39 participants randomized to BBTI. As reported in Buysse et al., 67% of those randomized to BBTI met criteria for response/remission after 4 weeks of treatment, and 55% no longer met diagnostic criteria for insomnia after treatment.

Logistic regression models which regressed baseline demographic, clinical, or sleep characteristics on response criteria are reported in Table 2. Higher levels of depression and anxiety were associated with higher likelihood of treatment response (as shown in Figures 1 and 2, respectively). In addition, poorer quality sleep at baseline, as indicated by higher PSQI scores, was associated with greater likelihood of treatment response. For visual purposes, Figure 3 displays mean baseline PSQI values for responders versus non-responders. There was also a significant association between PSG-assessed sleep latency and treatment response, such that patients with longer sleep latency at baseline were more likely to respond to BBTI. None of the demographic, sleep diary, actigraphy, or remaining PSG or clinical measures predicted treatment response.

As shown in Table 3, the only significant predictors of clinical remission were total sleep time as assessed by sleep diary and in-home PSG. As shown in Figure 4, participants with longer PSG-assessed TST or longer diary-assessed TST at baseline were more likely to meet clinical remission criteria at post-treatment. Follow-up analyses which used the cutoff of ≤ 6 h of sleep (i.e., short sleepers) versus those with > 6 h of sleep, showed an
increased odds of non-remission, among those defined as short sleepers by PSG (OR = 4.8; CI: 1.04-21.79) or diary (OR = 8.05; CI: 1.70-38.1). However, these analyses should be interpreted with caution due to the relatively small cell sizes for this categorical definition of short sleepers (n = 20 and n = 17, respectively, for PSG and diary), and the wide confidence interval.

**DISCUSSION**

Despite the well-documented efficacy of CBT for insomnia, behavioral treatments remain under-utilized, in part due to the lack of specialty trained clinicians. Such challenges to dissemination have motivated considerable efforts to develop variants of CBTI that can be more easily disseminated to broader clinical practice.

BBTI has been shown to be efficacious for the treatment of older adults, most of whom have other comorbid medical or psychiatric conditions, with effect sizes comparable to those of CBTI. Although BBTI has been shown to be efficacious overall, this is the first study to examine a wide range of potential predictors of treatment response to BBTI.

Consistent with prior research on predictors of response to CBTI, we found no reliable evidence for differential treatment response according to demographic characteristics. However, these results may be due to the fact that the sample was restricted

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BBTI Treatment Group (N = 39)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>72.54 (6.61)</td>
</tr>
<tr>
<td>Female (%)</td>
<td>26 (66.70)</td>
</tr>
<tr>
<td>White (%)</td>
<td>36 (92.30)</td>
</tr>
<tr>
<td>Education (%)</td>
<td></td>
</tr>
<tr>
<td>≤ High School</td>
<td>7 (17.9)</td>
</tr>
<tr>
<td>Trade or Technical School</td>
<td>4 (10.3)</td>
</tr>
<tr>
<td>College</td>
<td>15 (38.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>13 (33.3)</td>
</tr>
<tr>
<td>Medical and Psychiatric Status</td>
<td></td>
</tr>
<tr>
<td>Currently Taking Sleep Medications (%)</td>
<td>12 (30.8)</td>
</tr>
<tr>
<td>Duration of Insomnia Symptoms (weeks)</td>
<td>634.9 (680.1)</td>
</tr>
<tr>
<td>Number of Chronic Health Conditions</td>
<td>5.6 (2.8)</td>
</tr>
<tr>
<td>Hamilton Rating Scale for Depression†</td>
<td>7.46 (2.6)</td>
</tr>
<tr>
<td>Hamilton Rating Scale for Anxiety</td>
<td>5.38 (2.03)</td>
</tr>
</tbody>
</table>

aData are reported as number (percentage) or mean (SD). †Averages are from the Hamilton Rating Scale for Depression with sleep items removed.

**Table 1—Baseline demographic and clinical characteristics of sample a**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.03 (0.93, 1.15)</td>
</tr>
<tr>
<td>Sex</td>
<td>2.33 (0.58, 9.37)</td>
</tr>
<tr>
<td>Race</td>
<td>1.00 (0.08, 12.16)</td>
</tr>
<tr>
<td>Marital Status</td>
<td>1.87 (0.49, 7.18)</td>
</tr>
<tr>
<td>Education</td>
<td>0.61 (0.11, 3.23)</td>
</tr>
<tr>
<td>Sleep Medications</td>
<td>0.59 (0.14, 2.42)</td>
</tr>
<tr>
<td>Duration of Insomnia</td>
<td>0.54 (0.14, 2.06)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.69 (1.04, 2.75)*</td>
</tr>
<tr>
<td>Depression</td>
<td>1.53 (1.01, 2.30)*</td>
</tr>
<tr>
<td>Physical Health Comorbidity</td>
<td>0.90 (0.69, 1.17)</td>
</tr>
<tr>
<td>Treatment Expectancy</td>
<td>1.09 (0.86, 1.39)</td>
</tr>
<tr>
<td>Subjective Sleep</td>
<td>0.94 (0.73, 1.20)</td>
</tr>
<tr>
<td>Sleep Quality</td>
<td>1.40 (1.01, 1.93)*</td>
</tr>
<tr>
<td>Sleep Diary</td>
<td>2.02 (0.90, 4.52)</td>
</tr>
<tr>
<td>Wakefulness After Sleep Onset†</td>
<td>1.22 (0.88, 1.68)</td>
</tr>
<tr>
<td>Sleep Duration</td>
<td>1.00 (0.99, 1.01)</td>
</tr>
<tr>
<td>Sleep Latency†</td>
<td>0.99 (0.37, 2.64)</td>
</tr>
<tr>
<td>Sleep Diagody</td>
<td>0.99 (0.96, 1.02)</td>
</tr>
<tr>
<td>Sleep Duration</td>
<td>1.01 (1.00, 1.03)</td>
</tr>
<tr>
<td>Visually Scored Measures†</td>
<td>4.59 (1.08, 19.48)*</td>
</tr>
<tr>
<td>Sleep Latency†</td>
<td>1.22 (0.88, 1.68)</td>
</tr>
<tr>
<td>Sleep Duration</td>
<td>1.00 (0.99, 1.02)</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index</td>
<td>1.11 (0.96, 1.29)</td>
</tr>
<tr>
<td>Periodic Leg Movement Index</td>
<td>0.88 (0.75, 1.03)</td>
</tr>
<tr>
<td>Average Delta</td>
<td>0.48 (0.08, 2.90)</td>
</tr>
<tr>
<td>Delta Slope</td>
<td>4.87 (0.00, 6.69)</td>
</tr>
</tbody>
</table>

*p ≤ 0.05. †Variables transformed prior to analysis. N = 38. ‡N = 37.

**Table 2—Bivariate logistic regression predicting the odds of treatment response after brief behavioral treatment for insomnia (BBTI; N = 39)**
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**Figure 1**—Mean Hamilton Rating Scale for Depression score according to responder status
in terms of age and composed primarily of educated, Caucasian older adults. Although a handful of previous studies have indicated poorer treatment response among older adults versus younger adults, these findings may be more indicative of higher rates of co-occurring medical or psychiatric conditions in older adults. A strength of the current study was that to maximize generalizability of the findings to older adults with insomnia, we did not exclude participants with stable or treated co-occurring medical or psychiatric conditions or mild to moderate OSA or PLMs. The presence of such comorbidities also did not predict treatment response in this sample. In contrast, consistent with Espie effectiveness trial, higher clinical distress at pre-treatment, as indicated by higher depression and anxiety scores and poorer sleep quality, were associated with greater likelihood of meeting the response criteria at follow-up. Importantly, these distress characteristics were only associated with the more subjectively defined response criteria, but not by the insomnia criteria defined by structured interview, whereas PSG- or diary-assessed short sleep duration predicted the clinician-assessed outcome of remission. The fact that distress measures predicted better treatment response may reflect regression to the mean (i.e., greater opportunity for improvement with higher baseline values) or perhaps greater motivation among this subset who is most distressed by their insomnia. However, supplemental

**Table 3**—Bivariate logistic regression predicting the odds of remission after brief behavioral treatment for insomnia (BBTI; N = 39)

<table>
<thead>
<tr>
<th>Demographic Characteristics</th>
<th>Odds Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.03 (0.93, 1.15)</td>
</tr>
<tr>
<td>Sex</td>
<td>0.92 (0.24, 3.52)</td>
</tr>
<tr>
<td>Race</td>
<td>0.00 (0.00, 1.00)</td>
</tr>
<tr>
<td>Marital Status</td>
<td>2.64 (0.69, 10.18)</td>
</tr>
<tr>
<td>Education</td>
<td>0.57 (0.09, 3.55)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinical Characteristics</th>
<th>Odds Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep Medications</td>
<td>1.04 (0.26, 4.26)</td>
</tr>
<tr>
<td>Duration of Insomnia</td>
<td>0.60 (0.16, 2.23)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.02 (0.73, 1.44)</td>
</tr>
<tr>
<td>Depression</td>
<td>0.97 (0.74, 1.26)</td>
</tr>
<tr>
<td>Physical Health Comorbidity</td>
<td>1.15 (0.89, 1.50)</td>
</tr>
<tr>
<td>Treatment Expectancy</td>
<td>0.86 (0.68, 1.09)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sleep Characteristics</th>
<th>Odds Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective Sleep</td>
<td></td>
</tr>
<tr>
<td>Daytime Sleepiness</td>
<td>1.23 (0.95, 1.57)</td>
</tr>
<tr>
<td>Sleep Quality</td>
<td>1.07 (0.84, 1.37)</td>
</tr>
<tr>
<td>Sleep Diary</td>
<td></td>
</tr>
<tr>
<td>Sleep Latency†</td>
<td>0.80 (0.39, 1.67)</td>
</tr>
<tr>
<td>Wake After Sleep Onset†</td>
<td>1.22 (0.89, 1.66)</td>
</tr>
<tr>
<td>Sleep Duration†</td>
<td>0.99 (0.97, 1.00)*</td>
</tr>
<tr>
<td>Actigraphy</td>
<td></td>
</tr>
<tr>
<td>Sleep Latency‡</td>
<td>0.71 (0.28, 1.83)</td>
</tr>
<tr>
<td>Wake After Sleep Onset‡</td>
<td>0.98 (0.96, 1.01)</td>
</tr>
<tr>
<td>Sleep Duration‡</td>
<td>1.00 (0.98, 1.01)</td>
</tr>
<tr>
<td>Polysomnography</td>
<td></td>
</tr>
<tr>
<td>Visually Scored Measures‡</td>
<td></td>
</tr>
<tr>
<td>Sleep Latency‡</td>
<td>0.94 (0.40, 2.25)</td>
</tr>
<tr>
<td>Wake After Sleep Onset‡</td>
<td>1.01 (1.00, 1.02)</td>
</tr>
<tr>
<td>Sleep Duration‡</td>
<td>0.98 (0.97, 1.00)*</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index</td>
<td>0.93 (0.81, 1.06)</td>
</tr>
<tr>
<td>Periodic Leg Movement Index</td>
<td>0.93 (0.80, 1.08)</td>
</tr>
<tr>
<td>Quantitative Sleep Measures</td>
<td></td>
</tr>
<tr>
<td>Average Delta</td>
<td>0.48 (0.08, 2.90)</td>
</tr>
<tr>
<td>Delta Slope</td>
<td>0.00 (0.00, 1.42)</td>
</tr>
</tbody>
</table>

*p < 0.05. †Variables transformed prior to analysis. *N = 37. †N = 36.
analyses conducted in the control condition demonstrated that among patients in the information-control condition, higher PSQI scores at baseline were associated with poorer treatment response (see Figure S2), which argues against regression to the mean. We also found that PSG-assessed prolonged sleep latency at baseline predicted higher likelihood of treatment response in the BBTI group, perhaps again due to greater motivation to change as well as opportunity for improvement, given that behavioral techniques including sleep compression are particularly effective at reducing sleep latency.

These findings are in contrast to findings for the remission criteria, based on clinician-assessed diagnostic criteria, which showed that longer sleep diary and PSG-assessed total sleep time predicted greater likelihood of remission. Actigraphy-assessed sleep duration showed a similar pattern of results for remission, but did not reach statistical significance. Actigraphy or diary-assessed sleep latency and WASO were not associated with response or remission. These findings regarding short sleep duration have important clinical implications because they suggest that the possibility that individuals with shorter sleep durations may benefit less from behavioral sleep treatments (including BBTI), which utilize sleep restriction as a primary component of treatment. For safety reasons, including increased risk of falls associated with short sleep duration in older adults, the BBTI protocol did not restrict time in bed less than 6 hours per night, even if pretreatment total sleep time is estimated at 6 hours. Thus, given these safety constraints, the strength of the sleep restriction component may be diminished in these patients. Recent evidence from Vgontzas’ laboratory suggests that there may be a synergistic effect of insomnia with short sleep duration on a wide variety of adverse outcomes, including poorer cognitive functioning and mortality. Thus, insomnia patients presenting with short sleep durations present a specific clinical challenge, given that they may fail to benefit as much from behavioral treatments of insomnia and are at greater risk for associated morbidities.

On the other hand, the short duration of follow-up in this study (4 weeks) may have contributed to the finding linking short sleep duration with poor treatment outcome. For these patients, longer follow-up periods may be necessary to allow sufficient time for the benefits of sleep restriction to be realized. In contrast to the findings of Krystal and Edinger, we did not find evidence for an effect of overall delta activity or slope of delta activity across the night on treatment outcomes. Several methodological differences may account for the discrepancy in results. In particular, Krystal’s findings were based on a smaller sample (N = 16) of primarily middle-aged adults (mean age = 56), whereas the current findings were based on a sample of 39 older adults all over the age of 60 (mean age = 72). Given age-related declines in peak delta activity and blunted delta dynamics (i.e., lesser slope) throughout the night, our findings which were restricted to older adults may reflect a lack of range in delta activity and subsequent reduction in power. In addition, the two studies used similar, but not identical, methods for calculating delta EEG activity. Nevertheless, given the putative role of homeostatic sleep pressure as a mechanism of change in behavioral sleep treatments, future research is needed to examine the impact of sleep micro-architecture and dynamics in broader clinical samples.

These findings must be interpreted within the context of study limitations. First, findings may not generalize beyond older, predominantly Caucasian adults with insomnia, who were recruited from the community or a primary care practice, and who volunteered to participate in research. Second, although the relatively inclusive recruitment strategy is a strength of the study, the enhanced generalizability of results also introduces greater heterogeneity and potential confounds, such as the inclusion of patients with mild to moderate levels of sleep disordered breathing or periodic leg movements, which may have influenced the results. Although, the study characterized a wide range of pretreatment demographic, clinical, sleep, and neurophysiologic indicators of treatment response, we did not measure all potentially informative treatment predictors, such as motivation for change (although we did assess treatment expectancies, which was not related to outcome). As previously mentioned, the relatively short follow-up (4 weeks) may have implications for the results, particularly with regard to the sleep duration finding.

There are limitations with regard to the definition criteria for treatment response. Specifically, treatment response was based, in part, on change in PSQI scores, which is a general measure of sleep quality, rather than a measure specific to insomnia severity, such as the Insomnia Severity Index (ISI). However, only a subset of the sample (N = 17) completed the ISI. Finally, the magnitude of observed effects may be partially attributable to the use of a single clinician. Whether similar effects would be observed across different clinicians, with different professional backgrounds and varying levels of experiences cannot be ascertained.

On the other hand, delivery by a single therapist has the advantage of minimizing inter-therapist variability.

These limitations notwithstanding, the current findings contribute to our understanding of in whom behavioral treatments for insomnia are most likely to benefit. This question is absolutely critical as there continues to be a substantial gap between the solid

Figure 4—Diary or PSG-assessed total sleep time according to remission status
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evidence base supporting behavioral treatments for insomnia and the actual use of such treatments in clinical practice. Our findings also suggest that even complex insomnia cases, including those with comorbid mood or sleep disorders or medical conditions may benefit from a brief behavioral treatment delivered by a mental health nurse without prior training in sleep medicine, rather than a doctoral-level clinical psychologist. These findings also provide convergent evidence from sleep diaries and PSG to suggest that insomnia patients with short sleep duration or with short sleep latency may be a specific subset of the patient population that requires different treatment approaches, with more extended follow-up, such as adjunctive pharmacotherapy or multi-component behavioral strategies which rely more on cognitive techniques (e.g., thought restructuring) or other behavioral techniques (e.g., relaxation or mindfulness-based approaches). Alternatively, it is possible that these patients would benefit from the sleep restriction component of BBTI if limits regarding the minimum time in bed (set at 6 hours for this protocol) were removed; however, safety issues are a concern. In summary, identifying predictors of treatment response to behavioral treatments for insomnia is critical in order to refine treatment algorithms to optimize treatment response, improve patient adherence and satisfaction, most efficiently allocate resources (including specialty trained clinicians), and ultimately reduce the economic and public health burden of insomnia.

ABBREVIATIONS

AASM, American Academy of Sleep Medicine
AH1, apnea-hypopnea index
BBTI, brief behavioral treatment of insomnia
CBTI, cognitive behavioral therapy for insomnia
CCI, Charlson Comorbidity Index
CEQ, Credibility and Expectancy Questionnaire
DSM-IV-TR, Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, Text Revision
EEG, electroencephalography
FFT, fast Fourier transformation
HRSA, Hamilton Rating Scale for Anxiety
HRSD, Hamilton Rating Scale for Depression
ICSD-2, International Classification of Sleep Disorders, 2nd Edition
ISI, Insomnia Severity Index
NREM, non-rapid eye movement
PghSD, Pittsburgh Sleep Diary
PLMA-I, periodic leg movement with arousal index
PSG, polysomnography
PSQI, Pittsburgh Sleep Quality Index
SE, sleep efficiency
SL, sleep latency
TST, total sleep time
WASO, wakefulness after sleep onset
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The emergence of the computer chip and the rapid technological advances that ensued have enhanced industrialized societies’ ability to work and play. Indeed, in the 1970s, technology was hoped to promote a 4-day work week by reducing the physical strain of labor, thus providing more time for leisure.1 Personal computers (PCs) began to enter homes in the early 1980s, and ownership has increased steadily; nearly 8 of 10 Americans now own a PC.2,3 Video game console ownership paralleled PC ownership in homes in the 1980s, and in 2011 approximately US$17.8 billion was spent on video game hardware.4 In the mid-1990s, 2 of 10 Americans had personal access to the Internet.5 Now, 7 of 10 Americans have access to the Internet in their homes.3 However, it is the once-humble cell phone that is now ubiquitous worldwide. In 2011, there were 6 billion cell phone subscriptions worldwide—enough for 87% of the world’s population.6 These technological devices have become smaller and therefore more portable. One exception is that television screen dimensions have grown. However, “watching TV” may now be performed on smaller devices (e.g., cell phones) due to increased multi-functionality.

The affordability and portability of technology has seen these devices move into bedrooms. In the 2006 Sleep in America Poll, 97% of US teens had at least one technological device in their bedroom, with mp3 players, video game consoles, cell phones, and computers (28%) with Internet access (21%).
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Study Objectives: To describe the technology use and sleep quality of Americans, and the unique association between technology use and sleep disturbances.

Methods: Interviews were conducted via random digit dialing (N = 750) or the Internet (N = 758). 1,508 Americans (13-64 years old, 50% males) matched to 2009 U.S. Census data provided complete interviews. The sample was further divided into adolescents (13-18 years, N = 171), young adults (19-29 years, N = 293), middle-aged adults (30-45 years, N = 469), and older adults (46-64 years, N = 565) to contrast different generations’ technology use. Participants answered a 47-item semi-structured survey, including questions about their sleep habits, and the presence and use of technology in the hour before bed in the past 2 weeks.

Results: Nine of 10 Americans reported using a technological device in the hour before bed (e.g., TVs the most popular; 90%) followed by TVs (57%), video games and cell phones (42%), and computers (28%) with Internet access (21%).

For example, in addition to making phone calls, cell phones now allow the user to instant message, listen to music, send emails, play games, and surf the Internet. Furthermore, technological devices now allow the user to instant message, listen to music, send emails, play games, and surf the Internet. Additionally, technological devices now allow the user to instant message, listen to music, send emails, play games, and surf the Internet.

Study Impact: Americans’ use of technology near sleep is highly prevalent, and related to sleep difficulties, especially in younger age groups (i.e., < 30 years of age).

Current Knowledge/Study Rationale: To date, there has not been a large-scale survey across generations using comprehensive measures of sleep and technology use close to bedtime.

Study Impact: Americans’ use of technology near sleep is highly prevalent, and related to sleep difficulties, especially in younger age groups (i.e., < 30 years of age).
Prevalence rates from other countries sometimes match those found in the USA. (e.g., 60% of Israeli adolescents have a TV in their bedroom; 60% have a computer in their bedroom.)

More recent US data demonstrate that media presence in the bedroom has increased. For example, 33% of young people (8-18 years) now have Internet access in their bedroom. For adults, 30% of Belgians had a TV in their bedroom and 25% had Internet access in their bedroom, and these figures double for Korean adults. Evening use of these devices in Japan have also ranged from 48% to 60%. In terms of concern about sleep and health, it is not the mere presence of these devices in the bedroom, but more importantly, when, and the extent to which these devices are used. Despite longstanding recommendations that stimulating activities should be avoided when preparing for bed, several studies have shown that technology use still occurs regularly before bed. Studies have not comprehensively assessed the range of technological devices used in the bedroom in the hour before bed and their associations with sleep. Accordingly, the first aim of the present study is to describe the technology use of Americans in their bedrooms in the hour before bed using a national poll of adults. A second aim is to describe Americans’ self-reported sleep habits and sleep quality. The third aim of the present study is to investigate associations between technology use and sleep. Several mechanisms have been proposed for how evening technology use may affect sleep. One of these mechanisms is that the use of stimulating technological devices may cause hyperarousal that interferes with healthy sleep initiation. Stimulating technological devices may include those devices with which the user is frequently interacting, such as video consoles, cell phones, and computers. Such interactions may impede the natural withdrawal of sympathetic nervous system activity necessary for sleep onset. In contrast, other devices may involve “passive observation” and require little input from the user of the device (e.g., watching TV, listening to music). Therefore, we hypothesize that use of stimulating technological devices in the hour before bed will be associated with sleep problems (i.e., difficulty initiating sleep, unrefreshing sleep). Furthermore, difficulty maintaining sleep may occur from devices that wake individuals. Van den Bulck found that 10% to 20% of adolescents use their cell phone or are awakened by incoming calls/text messages after lights out. Therefore, the effects of cell phones on maintaining sleep will also be investigated.

METHODS

Participants

The sample consisted of 1,508 participants, ages 13-64 years, who resided in the United States (50% males, 50% females). Of the total sample, 37% resided in the South, 23% in the West, 22% in the Midwest, and 17% in the Northeast. Over the previous month, 64% percent of the total sample was employed, 22% were enrolled as students, and 19% were neither (see footnote 1). Approximately half the sample was married (54%), a third were single (33%), and the remaining participants were either divorced (6%), in a de facto relationship (4%), separated (2%), or widowed (1%). The majority of Americans sampled were white/Caucasian (81%), followed by African American (7%) Asian (6%), Hispanic (4%) or American Indian (1%) (see footnote 2). Since one of the objectives of the study was to compare the sleep habits and technology use of Americans across different age groups, the sample was split into the categories of adolescents (13-18 years, N = 171, 11.3% of the total sample), young adults (19-29 years, N = 293, 19.4% of the sample), middle-aged adults (30-45 years, N = 469, 31.1% of the sample), and older adults (46-64 years, N = 575, 38.2% of the sample).

Approximately half the sample completed phone surveys (N = 750), and the remaining participants completed the survey on the web (N = 758). These multiple methods were performed because telephone sampling tends to over-represent older populations, and thus the web-sampling would provide a better representation of younger populations. Consistent with that expectation, younger populations were more likely to complete web surveys than phone surveys (adolescents: N = 50 for phone vs. N = 113 for web; young adults: N = 71 for phone vs. N = 161 for web), yet older populations were more likely to complete phone surveys than web surveys (middle adults: N = 268 for phone vs. N = 201 for web; older adults: N = 353 for phone vs. N = 294 for web). Random digital dialing (RDD) was performed by SDR Consulting, Inc. (Atlanta, USA) to generate a set of phone numbers. Figure 1 presents a flowchart of participant recruitment via RDD as per STROBE guidelines. The overall phone response rate for the 2011 Poll was 2.3% (see footnote 3), with a cooperation rate of 23.3% (see footnote 4), a refusal rate of 11.9% (see footnote 5), and a contact rate of 17.6% (see footnote 6). The maximum sampling error for the total sample was ± 2.5 percentage points (95% CI). This study was exempt from institutional review board approval as the research conducted by the National Sleep Foundation (a not-for-profit organization) involved observations of public behavior where human subject data were de-identified.

Measures

The survey instrument consisted of 47 structured questions with coded responses. The survey opened with several questions targeting key demographic information (i.e., age, region, employment, gender), followed by questions reporting participants’ sleep habits on weekdays and non-working days (including daytime naps) over the past 2 weeks. Further questions assessed sleep quality (e.g., On how many nights would you say “I had a good night’s sleep”?), sleep need (e.g., On average how many hours of sleep do you need to function at your best the next day?), and the impact of not getting enough sleep on occupational/vocational performance and relationships with significant others. The survey included the Epworth Sleepiness Scale to assess daytime sleepiness. Participants were also asked about the frequency of drowsy driving, and coping behaviors (e.g., average daily caffeine consumption). The frequency of sleep problems (difficulty falling asleep, difficulty maintaining sleep, unrefreshing sleep) was asked (e.g., “In the past 2 weeks, would you say you had difficulty falling asleep?”), with responses measured on a 4-point Likert scale ranging from “every night or almost every night” to “never.”

Eleven questions asked participants about the presence and use of various technological devices in the bedroom (e.g., TV,
cell phones, computer/laptops, video/computer games) in the hour before bed in the past 2 weeks. Questions were also asked about the types of activities performed on these devices in the hour before bed (but not limited to use in the bedroom), the content viewed, and sleep interruptions resulting from technological devices during the night. Presence and use of technological devices was answered in a Yes/No format, and frequency of technology use was typically answered on a Likert scale ranging from “Never” to “Every night or almost every night.”

Not all questions were asked for all participants. For example, if a participant indicated they did not use a particular device before bed (e.g., cell phone), they then skipped questions related to particular functions and content on such a device. For ethical reasons, adolescents were not asked particular questions that older participants were (e.g., whether not getting enough sleep affected their intimate or sexual relations).


Procedure

In 2010, the National Sleep Foundation assembled an expert panel of sleep researchers, chaired by one of us (RR). Panel members were informed of the 2011 Sleep in America Poll objectives, and together developed the survey instrument over a series of conference calls. WB&A Market Research were contracted to conduct the 2011 Sleep in America Poll. Professional interviewers conducted phone interviews mainly on weekdays (17:00 to 21:00), Saturdays (10:00-14:00), and Sundays (16:00-20:00). Remaining phone surveys were conducted on weekdays (09:00-17:00). A sample of cell phones was included with landline phones to reach the growing trend of cell phone-only households.28 Phone surveys were completed on average in 18.0 min. No equivalent data were available for surveys completed on the web. Web surveys were conducted via an E-Rewards online panel of registrants. All surveys were conducted with the respondents themselves (i.e., including adolescents). The survey was introduced as “the annual Sleep in America Poll” conducted on behalf of the National Sleep Foundation. Potential respondents were informed of the confidentiality of any information they provided. Data were collected from late October 2010 to late November 2010. To reduce the impact of age on the results, data were weighted based on age so as to be comparable to 2009 U.S. Census data estimates.

Statistical Analyses

Independent z-tests were used to compare outcome variables (reported as percentages) across the 4 age groups.30 Significant differences between groups occurred when the z-statistic exceeded 1.96 (using 95% confidence interval). Z-scores > 2.57 were significant using 99% confidence interval. A series of linear regressions were used to assess the unique contributions from various aspects of technology use on sleep while controlling for significant covariates (i.e., age, gender, ambient light, naps, caffeine consumption). The “amount of technology used” was the main predictor variable and is defined as the total number of devices used in the hour before bed, which resulted from the question, “Thinking about the past 2 weeks, on a typical night which of the following are in your bedroom and you use in the hour before trying to go to sleep?” This predictor variable was further split into the number of interactive technological devices used (i.e.,
computers/laptops, cell phone, video gaming) and the number of passive technological devices used (i.e., TV, reading, mp3 music players) to test the hypothesis that stimulating devices are more likely to relate to difficulties sleeping. Statistical significance was set at \( \alpha = 0.05 \). When statistical significant differences were detected, standardized regression coefficients (i.e., standardized beta [\( \beta \)]) were reported. The \( \beta \) represents the change in the dependent variable (sleep difficulty) for every one standard deviation change in the independent variable (number of technology items used). Due to the high variability in the way technology use is measured, standardizing the beta coefficient allows for easier comparisons across studies.

RESULTS

Technology Presence and Use

For the entire sample, 90% of Americans reported using some form of technological device in the bedroom in the hour before trying to sleep. Of those aged under 30 years, technology use was even more prevalent (96% of adults younger than 30 years used some form of technology). For the overall sample, TVs were the most commonly used (60%), then cell phones (39%), followed by computers/laptops (36%), electronic music devices (29%), telephones (21%), video game consoles (8%) and lastly e-book readers (6%). There were, however, notable age differences.

Although 39% of the entire sample used cell phones in their bedroom in the hour before bed, 72% of adolescents and 67% of young adults used cell phones, both significantly more than middle adults (30-45 years: 36%), and older adults (46-64 years: 16%); all \( z \geq 8.78 \). Similar significant patterns emerged for computers/laptops (both adolescents and young adults 60% vs. older adults 22%) and electronic music devices (adolescents = 64% and young adults 43% vs. older adults = 17%; all \( z \geq 7.91 \)). Although not as prevalent, video game consoles were used significantly more by under 30s (adolescents = 23%; young adults = 18% vs. older adults = 1%; all \( z \geq 6.78 \)).

Several other significant demographic differences were found for devices used in the bedroom in the hour before bed. Females were more likely than males to use the telephone (24% vs. 18%), and read printed books (54% vs. 43%) and e-book readers (7% vs. 4%; all \( z \geq 2.56 \)). Conversely, males were more likely to use a video gaming console (12% vs. 3%; \( z = 6.74 \)). Single Americans were about twice as likely to use a computer/laptop (45% vs. 24%), cell phone (52% vs. 21%), electronic music device (34% vs. 17%), or videogame console (9% vs. 2%) than married Americans (all \( z \geq 4.88 \)). African Americans were more likely to watch TV (76%) than white Americans (59%) and Asian Americans (49%), and use a telephone compared to all other Americans (53% vs. \( \leq 29% \); all \( z \geq 3.75 \)). Asian Americans were more likely to use a computer/laptop (68%) than all other groups (32% to 49%; all \( z \geq 2.79 \)).

African Americans and Hispanic Americans (both 61%) used cell phones more than white Americans (34%) and Asian Americans (45%; all \( z \geq 2.29 \)). White Americans were less likely to use an electronic music device (24%) than all other groups (40% to 49%) and a video gaming console (6%, vs. 13 and 20% for Asian Americans and Hispanic Americans, respectively; all \( z \geq 1.96 \)). These percentages mirror some findings from a previous Sleep in America Poll.\(^{16}\)

When investigating specific activities performed in the hour before bed (but not necessarily in the bedroom) for the entire sample, watching TV was the most common activity performed at least a few nights a week (79%). This was followed by: doing homework on the computer (68%); surfing the Internet (54%); reading a printed book/magazine (48%); doing work on the computer (40%); personal emailing (39%); social networking (38%); text messaging (38%); talking on the phone (29%); watching a video (21%); work-related e-mailing (19%); video gaming (19%); listening to music (18%); and reading on an e-book (5%). Nearly the entire sample (97%) reported performing at least one of these activities in the hour before bed.

Sleep Habits, Sleep Quality

Figure 2 presents the weekday and non-workday sleep habits of the various age groups. Young adults went to bed significantly later than all other age groups on both weekdays and weekends, and adolescents went to bed significantly later on weekends than groups over 30 years of age. Wake times were reasonably consistent across age groups with 2 exceptions. On weekdays, young adults rose significantly later than all other age groups, and on weekends middle adults rose later than adolescents and older adults.

As total sleep time varies as a function of age,\(^{31}\) whether participants were obtaining enough sleep to meet their needs was also measured. Overall, 35% of the sample reported getting enough sleep on weeknights, whereas roughly 6 in 10 Americans (63%) claimed they were not getting enough sleep to function properly. This was particularly true for adolescents (67%), young adults (67%), and middle adults (65%) compared to older adults (58%). For those Americans reporting insufficient sleep (N = 420), 94% reported at least some impact on at least one of the following: mood, school work, family life or home responsibilities, work, social life or leisure activities, and/or intimate/sexual relations (see Figure 3). Of these Americans, 51% reported not obtaining enough sleep had a major impact on one of these areas of functioning. Of Americans who drive, 37% reported they had driven drowsy in the past month. One in 2 young adults reported this occurred at least once a month, which was significantly more than every other age group (older adults = 28%; middle adults = 30%; adolescents = 40% [see footnote 7]).

Associations between Technology Use and Sleep Problems

We explored possible associations between technology use and sleep using a series of linear regressions (Table 1). The amount of technology use before bed (the greater the number of technological devices used in the bedroom in the hour before bed) did not predict any unique variance in bedtimes on weeknights after controlling for demographic (age and gender) or other sleep hygiene variables (light in the bedroom, naps, and caffeine consumption) known to also affect sleep (\( t_{max} = 1.09, p > 0.05 \)). Since we hypothesized that certain technological devices could be more engaging and thus lead to later bedtimes (e.g., cell phone), regression analyses were performed for each device; however, none contributed significant variance to weeknight bedtimes. Of
all variables considered, only napping (on weekends) was significantly related to later bedtimes in each analysis (β = 5.7%-6.2%; all p < 0.05). Interestingly, frequent nappers (napping > 3 times in past 2 weeks) were more likely to use interactive technological devices before bed (F(1,1504) = 6.88, p = 0.009), suggesting significant overlap between napping and using stimulating technological devices when predicting bedtimes.

After controlling for covariates, we found that the amount of media used in the bedroom in the hour before bed was significantly related to difficulty falling asleep (t(1460) = 3.07, p = 0.002, β = 8.4). Thus, the more Americans were poly users of technology before bed, the more severe was their difficulty initiating sleep. As these electronic media consisted of both passive (TV, reading, mp3 music players) and interactive devices (computers/laptops, cell phone, video gaming), separate analyses were performed to assess whether the stimulating devices were more associated with difficulty sleeping. Passive devices did not significantly contribute to difficulty falling asleep (t(1460) = 1.73, p = 0.08); however, interactive devices did (t(1460) = 3.29, p = 0.001, β = 9.4). This significance primarily resulted from using video gaming consoles (β = 10.6, p < 0.0001), but also from cell phones (β = 6.4, p = 0.03) and computers/laptops (β = 5.5, p = 0.049).

Of all technological devices to interrupt sleep during the night, cell phones were the only devices targeted in the 2011 Poll.

Values on top of bars represent mean bedtimes; values within bars represent mean total sleep times; values below bars represent mean rise times; alphabetic letters adjacent to means represent significant differences between age groups. For example, CDE adjacent to 7h 26m in adolescents’ school day total sleep time means this value is significantly different to young- (C), middle- (D), and older adults (E).

**Figure 2**—Self-reported sleep habits on weekdays and weekends between adolescents (B), young adults (C), middle adults (D) and older adults (E)

**Figure 3**—Significant impacts on areas of functioning from not getting enough sleep
Twenty-two percent of the entire sample reported going to sleep with their cell phone ringer on in their bedroom. Furthermore, 10% were awakened at least a few nights a week, with awakenings occurring more in adolescents (18%) and young adults (20%). When investigating the association between leaving cell phones on and Americans’ ratings of their difficulty maintaining sleep, a linear regression analysis was performed only for those who kept their cell phone in their bedroom overnight and left their ringer on (N = 331). After adjusting for demographic and sleep hygiene variables, being awakened by one’s cell phone uniquely contributed towards Americans’ perception of their difficulty in maintaining sleep (β = 17.9, p < 0.0001).

The same pattern emerged when assessing various forms of technology use on Americans’ reporting unrefreshing sleep. The more media used in the bedroom before bed was related to the frequency of reporting unrefreshing sleep (t_{1,466} = 1.98, p = 0.048, β = 5.4), which was primarily accounted for by the use of interactive technological devices (t_{1,466} = 2.17, p = 0.04, β = 6.1) but not passive activities (t_{1,466} = 1.06, p > 0.05).

**DISCUSSION**

The findings from the 2011 Sleep in America Poll show technology use in the hour before bed is common practice, with 90% of Americans engaging with technology. Furthermore, many Americans are reporting inadequate sleep. Up to two-thirds of adolescents (13-18 years) and adults (19- to 29-year-olds) reported inadequate sleep on weeknights. Between 8.5 to 9.25 hours has been recommended for adolescents and 7-8.2 hours for adults. Significant, and even dangerous, daytime consequences (37% of Americans had driven drowsy in the past month) were frequently reported by those experiencing inadequate sleep. The analyses from the present study show evening technology use is associated with sleep, such that more technology use is associated with poorer sleep. While the present study was cross-sectional, precluding conclusions regarding a causal relationship, the findings are consistent with the potential mechanisms by which technology use may affect sleep, including bedtime displacement, cognitive and physiological arousal, light and electromagnetic transmissions from technological devices, and devices interrupting the maintenance of nocturnal sleep.

**Links between Technology Use and Sleep**

Although previous studies have found that later bedtimes are related to the use of TVs, computers, videogames, and the Internet, the present study did not find evidence of any technological devices contributing to later bedtimes. This may have occurred due to the present study accounting for other variables known to affect bedtimes, including caffeine consumption, bedroom lighting, and napping. Of these variables, napping was the only variable to be significantly related to bedtimes. We note previous studies that demonstrated a link between evening technology use and bedtimes did not statistically control for such confounding variables, which may account for differences between study findings.

The greater number of technological devices used in the hour before bed was related to higher ratings of difficulties initiating sleep. The strength of this association was greatest for stimulants, including bedtime displacement, cognitive and physiological arousal, light and electromagnetic transmissions from technological devices, and devices interrupting the maintenance of nocturnal sleep. The present study was able to assess some of these mechanisms.

**Table 1—Linear regression analyses for technology use predicting bedtimes and sleep difficulties after controlling for covariates**

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>SE</th>
<th>β</th>
<th>R²</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bedtimes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-1.21</td>
<td>2.13</td>
<td>-0.02</td>
<td>0.57</td>
<td>0.004</td>
</tr>
<tr>
<td>Gender</td>
<td>-89.41</td>
<td>57.04</td>
<td>-0.12</td>
<td>0.23</td>
<td>0.012</td>
</tr>
<tr>
<td><strong>Difficulty Falling Asleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.08</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>Gender</td>
<td>0.23</td>
<td>0.05</td>
<td>0.12</td>
<td>0.0001</td>
<td>0.26</td>
</tr>
<tr>
<td><strong>Difficulty Maintaining Sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.02</td>
<td>0.00</td>
<td>0.30</td>
<td>0.0001</td>
<td>0.006</td>
</tr>
<tr>
<td>Gender</td>
<td>0.26</td>
<td>0.08</td>
<td>0.13</td>
<td>0.002</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Unrefreshing Sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.10</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.19</td>
<td>0.05</td>
<td>0.11</td>
<td>0.0001</td>
<td></td>
</tr>
</tbody>
</table>

Total, the total amount of pre-sleep devices used in the hour before bed; Passive, passive devices used in the hour before bed (i.e., TV, mp3 music players, reading); Interactive, interactive devices used in the hour before bed (i.e., computers/laptops, cell phones, videogame consoles); na, not applicable as the only device measured for interrupting sleep was cell phones; N = 555, otherwise N = 1,468; gender was coded male = 1, female = 2.
passive technological devices; TV, electronic music devices, books), as these showed weaker associations with sleep.

One surprising finding from the present study was the extent to which Americans are going to sleep with their cell phone turned on in their bedroom. Of those who reported that they use their cell phone before bed (22%), 57% leave their ringer on (10% of the entire sample), which is associated with difficulty returning to sleep after an awakening. One in ten Americans reported being awakened at least a few nights a week, with younger people awakened by their cell phones (adolescents = 18%, young adults = 20%). These figures concur with previous findings.22,23 The inability to maintain sleep may be due to these Americans performing behaviors during the night (e.g., texting) that are arousing and incompatible with sleep. The problem could be worse than our study suggests, as only cell phones were targeted in this Poll. Many Americans reported using other technological devices when awake during the night (e.g., computers/laptops); however, it was not clear if these devices woke them up with alerting sounds, or whether people woke spontaneously and used these devices until re-initiating sleep. This may have implications for the quality of Americans’ sleep.

Implications for Evening Technology Use

Since the 1970s, stimulus control therapy instructions have stated that the bed (and bedroom) should only be used for sleep and sexual activity.49,50 The findings from the 2011 Sleep in America Poll indicate that 9 of 10 Americans surveyed are not following this basic recommendation. However, the present study’s findings offer correlative evidence that some forms of technology confer weak effects on sleep (i.e., passive activities; watching TV, reading). Use of these devices may challenge the notion of using the bed only for sleep. Passive devices may be helpful as they are a pleasurable activity that fills the void while waiting to fall asleep.51,52 Conversely, a sleep tip considered “common sense”53 and imbedded within the principles of sleep hygiene is that one should avoid stimulating activities before bedtime.12,54 The present study demonstrated that the use of stimulating activities with technological devices that involve interactivity (cell phones, laptops, videogame consoles) were associated with difficulty falling asleep and unrefreshing sleep. With the high proportion of Americans who use technology close to bedtime, combined with the significant impact on daily functioning as a result of inadequate sleep, a clear delineation is needed between devices that are acceptable, or not, in the hour before bed.

Limitations of the Present Study

There are several limitations of the present study. Although efforts were made to match participant characteristics to 2009 US Census data,29 the present Poll nevertheless contains a small proportion of error variance that limits generalizability to the population. Our response rate may be considered low, yet we note most surveys do not conform to STROBE guidelines;24 and thus report liberal rates akin to cooperation rates (i.e., do not include “calls not connected” and “calls not answered by a person”; see Figure 1). The Poll was presented as a “sleep survey,” hence introducing a possible self-selection bias.55,56 It may be likely that those Americans with a vested interest in sleep (e.g., those with sleep problems) may have been more inclined to participate. Although the web survey gained access to participants who may be difficult to recruit via phones, it could be argued that further selection bias may exist in that these participants may be more likely to own and use multiple technological devices. However, using a singular recruitment method could result in sampling biases which would slant findings more so than multiple methods. We therefore believe viewing the multiple methods as a confound needs to be reframed. It is likely that future surveys of technology use will incorporate multiple methods to balance any biases due to over-represented younger or older people. We did report age group differences between web and phone surveys, but any further analysis of differences on technology use between these two methods is likely a function of age (i.e., younger age groups use technology and are more likely to complete web surveys). Data on the number of e-surveys undeliverable, deliverable but not commenced, and not completed were unavailable, thus making it difficult to assess any biases in sampling. Due to informed consent concerns, the Poll did not assess children’s use of technology (≤ 12 years). Further insights may be found for younger children’s susceptibility to technology-induced sleep problems.57 Hopefully, many parents are implementing the American Pediatric Association’s recommendation of less than two hours of screen time per day,58 but are not using this screen time in their child’s bedtime routine. We note that the wake-up time for the adolescent group is earlier than those reported from recent reviews.59,60 More data are required to assess whether adolescents who use technology report unique sleep patterns. The Poll used a cross-sectional design; thus the scope for determining cause and effect is limited (e.g., do Americans have difficulties falling asleep due to using interactive technological devices—or—do Americans who have preexisting difficulties falling asleep have an affinity for interactive technological devices?). Our self-reported sleep items are not ideal, and although ambitious, future large surveys of sleep and technology could use more valid time-use diaries. In summary, we recognize that the published summary of findings and media release from the 2009 National Sleep Foundation Poll has received criticism for not adhering to various scientific principles (e.g., extrapolating “sleep problem” to “insomnia”; “Poll-pushed” questions; lack of transparency of sampling biases; lack of statistical analyses controlling for extraneous variables).61 The present study represents a scientific presentation of the 2011 National Sleep Foundation results, which should be viewed in conjunction with the growing number of field surveys and experimental laboratory studies in this area to understand the weight of evidence for the role of technology use on sleep in modern society.

Concluding Remarks

The technology use of Americans in their bedrooms is prevalent, especially in the hour before attempting sleep. To our surprise, technology use during the sleep period was much higher than expected. Analysis of different age groups demonstrated that those who use technology in the hour before bedtime are younger than 30 years of age. These groups also report the largest amounts of sleep problems. These findings suggest that technology use is emerging as a possible contributing factor to sleep disturbance in the twenty-first century. Future research should investigate whether adolescents (13-18 year olds) and young adults (19-29 year olds) will continue evening technology.
use into late adulthood, and what effects their modeling of technology use will have on future generations to come.

FOOTNOTES

1. < 1% refused to answer.
2. < 2% refused to answer.
3. Response rate is total completed interviews of the total calls dialed (750 of 32,216).
4. Cooperation rate is total completed interviews (750) of total calls to potentially eligible participants (3341) plus deceased (17) and language barrier (270) call dispositions, minus calls terminated (-404) (750 of 3224).
5. Refusal rate is the total number refusing the interview (2187) of all potentially eligible participants (3341) plus deceased (17), language barrier (270), answering machines (15046), and not available (56) dispositions, minus calls terminated (-404) (2,187 of 18,326).
6. Contact rate is the percentage of participants reached by interviewers of the total calls connecting, including answering machines and no answers (3,224 of 18,613).
7. These findings are derived from data of only adolescents who drive.
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Since mankind first tamed fire, we have been using artificial light to extend the waking day. As technology has progressed, our relationship with the night has changed. With widespread use of electric lights, the night has essentially become optional. But this is not an ideal perspective for health and well-being. Adverse outcomes arise from extending wakefulness\(^1\)\(^2\) or even shifting it later.\(^3\)\(^4\) In recent years, the use of electronic devices in the bedroom has increased dramatically. However, not much is known at the population level about who uses technology in the bedroom, what sort of technology is used, how much is used, and how this use affects sleep.

In this issue of *JCSM*, Gradisar and colleagues report results of the 2011 Sleep in America Poll conducted by the National Sleep Foundation, which focused on technology use and relationships to sleep.\(^5\) The results show that approximately 90% of Americans report some technology use in the hour before bed. Although television was the most popular overall, young adults were more likely to be using cell phones. Other demographic differences existed as well, with younger adults being more likely to use computers/laptops and video game consoles. Differences regarding gender, race/ethnicity and relationship status were also reported.

The authors also found that technology use was associated with sleep patterns. For example, the more types of devices used, the more individuals reported difficulty falling asleep and maintaining sleep, especially if the use of technology was active. Regarding intrusions into sleep, 22% reported going to sleep with cell phone ringers on in their bedroom and 10% reported awakenings at least a few nights per week due to their phone. Among those with the ringer on, being awakened by the cell phone was significantly associated with difficulty maintaining sleep.

This study had a number of important strengths. The random sample contributes to the generalizability of these findings. Also, this study represents one of the first times that technology use in the bedroom is surveyed, especially relative to sleep. In addition to its strengths, a number of significant limitations suggest future research directions. For example, the lack of precision in the survey instrument makes conclusions difficult to draw. For example, using a phone or tablet or computer could indicate a passive activity (e.g., watching a movie, browsing the internet) or an interactive one (e.g., communicating with people, playing video games, social networking). Some activities may have varying degrees of interactivity; for example, playing a video game or talking on the phone may be more impactful on sleep than texting or browsing the internet. In addition, future research that includes more standard assessments of sleep would aid in interpretations of results and more complex statistical analyses will more thoroughly elucidate relationships.

The landscape of technology use in the bedroom is changing rapidly. We need to design research studies that will effectively assess patterns of use in the real world. For example, it is plausible that individuals who use smartphones are using them in the bedroom—to check emails, send texts, use social networks, play games, or simply use its alarm to wake up in the morning. Perhaps more carefully assessing quantity and timing of passive versus active consumption of technology would be helpful, as would be assessing interruptions by and uses of devices in the middle of the night.

One particular challenge in conducting this type of research is that individual users may themselves not be able to recall specific events in granular detail. An individual user may text for a few minutes, check e-mails, watch a video, then send additional texts before going to bed, all within 15-20 minutes. Indeed, it may be that the only way to accurately capture this data would be through monitoring applications installed on the devices themselves. This requires that researchers not only understand the possible technologies in play, but they may also need to directly manipulate/measure them, with the consent of the user.

Despite these challenges, the issue of technology relative to sleep is an important one. Nearly all adults, especially young adults, use technology before bed. As the possibilities increase for talking, texting, browsing, emailing, working, playing, posting, and reading before bed, and as a portal to information and social networks becomes an arm’s reach away in the middle of the night, and as the devices that go “beep” in the night become more common in the bedroom, it is important for sleep researchers to understand how these changing patterns of use affect sleep and, in turn, health and well-being.
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Investigating Reasons for CPAP Adherence in Adolescents: A Qualitative Approach
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Study Objectives: Adolescents with obstructive sleep apnea syndrome (OSAS) represent an important but understudied subgroup of long-term continuous positive airway pressure (CPAP) users. The purpose of this qualitative study was to identify factors related to adherence from the perspective of adolescents and their caregivers.

Methods: Individual open-ended, semi-structured interviews were conducted with adolescents (n = 21) and caregivers (n = 20). Objective adherence data from the adolescents’ CPAP machines during the previous month was obtained. Adolescents with different adherence levels and their caregivers were asked their views on CPAP. Using a modified grounded theory approach, we identified themes and developed theories that explained the adolescents’ adherence patterns.

Results: Adolescent participants (n = 21) were aged 12-18 years, predominantly male (n = 15), African American (n = 16), users of CPAP for at least one month. Caregivers were mainly mothers (n = 17). Seven adolescents had high use (mean use 381 ± 80 min per night), 7 had low use (mean use 30 ± 24 min per night), and 7 had no use during the month prior to being interviewed. Degree of structure in the home, social reactions, mode of communication among family members, and perception of benefits were issues that played a role in CPAP adherence.

Conclusions: Understanding the adolescent and family experience of using CPAP may be key to increasing adolescent CPAP adherence. As a result of our findings, we speculate that health education, peer support groups, and developmentally appropriate individualized support strategies may be important in promoting adherence. Future studies should examine these theories of CPAP adherence.
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As experienced physicians in pediatric sleep medicine, it was impossible to set aside our preconceived notions regarding CPAP adherence. As a consequence, we acknowledged these notions and used them to generate a tentative framework from which we developed the initial interview questions. This framework led us to explore issues of stress, parenting style, family structure and organization, behavior and emotional problems, knowledge about OSAS, and the purpose and benefits of treatment with CPAP. We used these notions to identify and explore factors that may act as barriers and facilitators of CPAP use.

Details of the study participants are shown in Table 1. Each participant had been diagnosed with OSAS by polysomnography. All participants had been prescribed CPAP therapy as part of their usual care for at least one month prior to recruitment. Details of how long the study participants had been prescribed CPAP are shown in Table 1. Participants were purposively recruited across the spectrum of adherence. We also included a caregiver for each adolescent in the study, defined as a parent, relative, or other adult with the responsibility of caring for the adolescent. Exclusion criteria included non-English speakers, developmental delays, and the presence of another severe chronic medical condition. Approval was obtained from the Children’s Hospital of Philadelphia Institutional Review Board. Parental/guardian informed consent was obtained, as well as child assent for those younger than 18 years of age. Participants were provided reimbursement for their time.

By using a semi-structured approach, we ensured that the same topics were explored with each family; however, the interviewers had the scope to be responsive to the issues that arose during the interview and to ask more probing questions. Most interviews were audio recorded, transcribed verbatim, and reviewed by the interviewer for accuracy. Three interviewees refused to have their interviews audio recorded, so notes were taken instead. In addition, the interviewers took field notes and noted general impressions for each interview, which were used in the analysis process. The mean time for interviews was 30 minutes.

The decision to use modified grounded theory for the analysis was made because the framework was created using the researchers’ experience and the analysis was inevitably influenced by this experience. Five of the authors read the transcribed text and looked for the factors that had been previously identified as being potentially relevant to CPAP use, as well as allowing other factors to emerge. The authors were conscious of a need to understand the meaning of the responses within the context provided by the participants. In order to facilitate this understanding, interim analyses were informally conducted by the lead investigator and the interviewers after each interview.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Body mass index (z-score)</th>
<th>AP (events/h)*</th>
<th>( \text{SpO}_2 ) nadir (%)*</th>
<th>Years prescribed CPAP (years)</th>
<th>Age at time of CPAP prescription (years)</th>
<th>Caregiver participating in study</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>Female</td>
<td>2.89</td>
<td>14</td>
<td>86</td>
<td>3</td>
<td>13</td>
<td>Mother</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>Male</td>
<td>2.33</td>
<td>14.6</td>
<td>90</td>
<td>4</td>
<td>15</td>
<td>Aunt</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>Male</td>
<td>3.12</td>
<td>27.8</td>
<td>50.6</td>
<td>3</td>
<td>13</td>
<td>Mother</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>Female</td>
<td>2.5</td>
<td>8.1</td>
<td>88</td>
<td>1</td>
<td>16</td>
<td>Mother</td>
</tr>
<tr>
<td>11</td>
<td>18</td>
<td>Female</td>
<td>2.89</td>
<td>7.3</td>
<td>87</td>
<td>3</td>
<td>16</td>
<td>Mother</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>Male</td>
<td>2.71</td>
<td>5.4</td>
<td>85</td>
<td>4</td>
<td>10</td>
<td>Mother</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>Female</td>
<td>0.28</td>
<td>5.9</td>
<td>84</td>
<td>6</td>
<td>6</td>
<td>Mother</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>Female</td>
<td>2.42</td>
<td>6.6</td>
<td>85</td>
<td>4</td>
<td>10</td>
<td>Mother</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>Male</td>
<td>2.93</td>
<td>6.8</td>
<td>81</td>
<td>3</td>
<td>14</td>
<td>Father</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>Male</td>
<td>2.61</td>
<td>20.6</td>
<td>83</td>
<td>0.5</td>
<td>16</td>
<td>Mother</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>Male</td>
<td>2.42</td>
<td>46.6</td>
<td>72</td>
<td>0.5</td>
<td>15</td>
<td>Father</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>Male</td>
<td>2.99</td>
<td>75.4</td>
<td>68</td>
<td>0.75</td>
<td>15</td>
<td>Mother</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>Female</td>
<td>2.73</td>
<td>78.3</td>
<td>72</td>
<td>0.25</td>
<td>12</td>
<td>Mother</td>
</tr>
<tr>
<td>15</td>
<td>18</td>
<td>Male</td>
<td>1.04</td>
<td>5.7</td>
<td>92</td>
<td>2</td>
<td>16</td>
<td>Mother</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>Male</td>
<td>2.84</td>
<td>70.5</td>
<td>17.8</td>
<td>7</td>
<td>8</td>
<td>Mother</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>Male</td>
<td>3.05</td>
<td>42.9</td>
<td>70</td>
<td>10</td>
<td>3</td>
<td>Mother</td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>Male</td>
<td>3.12</td>
<td>21.4</td>
<td>60</td>
<td>8</td>
<td>5</td>
<td>Mother</td>
</tr>
<tr>
<td>18</td>
<td>13</td>
<td>Male</td>
<td>2.52</td>
<td>4</td>
<td>85</td>
<td>1</td>
<td>12</td>
<td>Mother</td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>Male</td>
<td>2.54</td>
<td>46.3</td>
<td>72</td>
<td>0.5</td>
<td>13</td>
<td>Mother</td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>Male</td>
<td>1.4</td>
<td>11.2</td>
<td>91</td>
<td>5</td>
<td>11</td>
<td>Mother</td>
</tr>
<tr>
<td>21</td>
<td>16</td>
<td>Male</td>
<td>2.84</td>
<td>13.7</td>
<td>53</td>
<td>8</td>
<td>9</td>
<td>Mother</td>
</tr>
</tbody>
</table>

*Apnea-hypopnea index (AHI) and oxyhemoglobin desaturation (\( \text{SpO}_2 \)) nadir: data represent wide variation as the baseline studies were conducted at different time periods and at different sleep laboratories.
which allowed for the identification of themes to explore in depth in subsequent interviews. We decided to invite for interview all eligible families who attended the sleep center during the study period until we reached saturation (where no new themes were emerging). In order that all the coders had a shared understanding of the concept and context that underpinned each code, we developed what we termed a “codebook” to help ensure the integrity and reliability of the coding. Each transcript was independently coded by the 5 authors using NVivo 9.0 software (Doncaster, Victoria), and 85% agreement was found among the coders. Remaining differences in coding were discussed and resolved among the coders. Two authors then refined the factors and categories and created themes and theories (Table 3). These revised themes and theories were reviewed and validated by one of the 5 original coders. Records were kept that demonstrate an audit trail of the data processing and reveal how the theories emerged from the data.

Objective adherence data from the previous month was obtained from the adolescents’ CPAP machines using Encore Pro2 software (Phillips Respironics, Murraysville, PA). In order to explore potential differences between adolescent users, participants were divided into those with high use, low use, and no use based on tertiles of number of minutes used per night. The adherence data was downloaded at the end of the interview and independently reviewed with the adolescent and caregiver, and used to further explore adherence.

RESULTS

Using the departmental CPAP database, 36 families with adolescents who met the eligibility criteria during the study period were approached. 28 (78%) agreed to participate. Seven of these did not come to their study appointments, and thus, 21 adolescents (including one set of twins) were enrolled along with 20 caregivers. Mean CPAP use was 381 ± 80 (SD) (range 213-468) min/night for adolescents with high use (n = 7), 30 ± 24 (range 8-65) min/night for adolescents with low use (n = 7), and zero min/night for adolescents with no use (n = 7).

By comparing adolescents with high, low, and no use, we identified factors associated with CPAP adherence that differentiated use in the groups. This led us to create 4 theories of CPAP use. We postulate that each of the following factors has an effect on CPAP adherence: (1) The extent and nature of structure in the home and family, (2) style of communication between caregivers and adolescents, (3) social reactions and attitudes, and (4) adolescent perception of benefits. Exemplar quotes for each theme can be found in Tables 4-7.

The Extent and Nature of Structure in the Home/Family Affects CPAP Adherence (Table 4)

Family Organization and Structure

Adolescents with high use described having a stable family structure. Their caregivers were able to organize routines that incorporated CPAP use into their daily lives. When problems occurred, the caregivers were able to identify the issues and work to resolve them, sometimes in creative ways. For example, one participant described how family meetings were used to address concerns.

Table 2—Examples of semi-structured interview questions for adolescents

1) Who all lives at home? What things are most important to you in your life?
2) Tell me a little about your relationship with your caregiver. Give me an example.
3) Who else besides your family knows you use CPAP? How do you feel about them knowing this?
4) How do you feel when you wear your mask? If you could change your mask or machine in any way, what would you do?
5) What is it like using CPAP at the beginning? How has that changed from now?
6) Is your caregiver around at bedtime? Does he/she check/Remind you to use CPAP? How does that affect your relationship with him/her?
7) What kinds of things does your family do to stay healthy?
8) What determines whether you wear or not wear your CPAP machine at night?
9) What is your sleeping pattern like with and without using CPAP? How do you feel after the nights you wear it?
10) Tell me about the causes of stress in your life. Does your having to use CPAP play any role in them?

Routine

Adolescents with low and no use described a lack of stability in their family life, and unsuccessful attempts by their caregivers to incorporate CPAP use into their daily lives. For example, a caregiver felt challenged to create a better nighttime routine to enable her daughter to use her CPAP machine.

Adolescents with high use demonstrated an awareness or knowledge of what is needed for nightly CPAP use. Clearly, having CPAP incorporated into nighttime routines means it is less likely to be forgotten. Adolescents with low or no use described not wanting to use their CPAP machines and deliberately forgetting to use them at night.

Style of Communication between Caregivers and Adolescents Affects CPAP Adherence (Table 5)

Communication

Communication methods about CPAP differed between adolescents with high versus low and no use and their caregivers. Adolescents with high use were not disquieted by their caregivers’ reminders to use CPAP. These reminders were appreciated by them and found to be helpful. Consistency was identified as being important by participant 11, who divided her time between different parental homes.

Adolescents with low and no use described that yelling by their caregivers would decrease their motivation for use. They felt that this showed that their caregivers did not understand how difficult it was for the adolescents to use CPAP.

Parenting Style

The caregivers of adolescents with high use described an authoritative parenting style, e.g. explaining why it was important to use CPAP and then giving their adolescents the choice whether to use it or not. Four of 7 of the adolescents with high use have been using the device since they were much younger, less than 10 years old, and are currently
using it and cleaning it largely without parental supervision (Table 1).

By contrast, the caregivers of the adolescents with low and no use exemplified an authoritarian parenting style. The quote from the mother of participant 1 typifies this style in her response to asking about strategies used to encourage adherence. Since 13/14 of these adolescents were prescribed CPAP at an older age (> age 10; Table 1), they were initially trusted to use CPAP independently. When caregivers discovered that they had not been using it, caregivers tried to facilitate use by punishment and threats. These scenarios rarely resulted in the adolescent exhibiting the desired behaviors. Indeed, these punishments and threats appeared to have the opposite effect.

**Social Reactions and Attitudes Affect CPAP Adherence (Table 6)**

**Desire to Please/Self-Respect**

Within the theme of social reactions and attitudes that affect CPAP adherence, was a sub-theme of desire to please which seemed closely linked to the notion of self-respect. Adolescents with high use revealed an awareness of their caregivers’ concerns about their health and the consequences of having sleep apnea. They expressed a desire to alleviate their caregivers’ anxiety by using CPAP.

Rebellious attitudes were noted by the caregivers of the participants with low or no use. Parental promotion of CPAP use can become an issue of contention. Within our participants, we found that teenagers who described rebellious attitudes tended to be lower users. Adolescents with low and no use were influenced by their peers’ knowledge of them having a CPAP machine. These users appeared to be ashamed about having to use CPAP and expressed wanting to be like peers. Their desire to conform to peer norms was also noted by caregivers.

Some participants did not express any need to use CPAP. A sub-theme of invulnerability was related to the theme of adolescent perception of benefits affects motivation. This feeling of invulnerability in the adolescents was recognized by their caregivers too.
investigating reasons for CPAP adherence in adolescents

Table 4—Relationship between quotes, themes and theory: the extent and nature of structure in the home/family affects CPAP adherence

<table>
<thead>
<tr>
<th>Themes</th>
<th>High user quotes</th>
<th>Low user quotes</th>
<th>Non user quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family Organization and Structure</td>
<td>Mother of Participant 18: “…this is our routine…take everything and shut all the lights out completely. Put the machine on.”</td>
<td>Participant 3: “It’s not really a schedule, it’s just like whenever…I can be very, uh…nocturnal, and like, want to sleep all day and stay up all night.”</td>
<td>Participant 11: “It was probably laziness or just forgetfulness, or, I’d be sleeping at my friends’ houses for extended periods of time and purposely forget my machine so I didn’t have to use it at their house.”</td>
</tr>
<tr>
<td></td>
<td>Participant 8: “…Sometimes I’d be watching TV and just fall asleep…she’ll come in and check and then she’ll probably…I see that I don’t have it on…”</td>
<td>Participant 5: “[I use it] more on the weekdays because I live at my mom’s house.”</td>
<td>Participant 14: ‘I start getting on it again, but once them pieces start missing I kinda was like forget it.’</td>
</tr>
<tr>
<td></td>
<td>Participant 9: “His mask is broken and they were supposed to order it, but they never did. So I taped it up the last couple nights.”</td>
<td></td>
<td>Participant 6: “Actually that was last when I used it probably when I lived with my dad. He was very consistent, more so than my mom was.”</td>
</tr>
<tr>
<td></td>
<td>Participant 8: “She’ll probably have a talk with everybody and stuff like that. There will probably be a family meeting or something like that, everybody telling me that I should use it and stuff like that, so, or something like that.”</td>
<td></td>
<td>Mother of Participant 1: “She wants to sit and watch TV. ‘No, because you got the same TV in your room…get in your bed and get comfortable. When you start falling asleep put the mask on, …I’ll come in there and cut your TV off or your brother will cut your TV off.’ She still won’t do it.”</td>
</tr>
<tr>
<td>Routine</td>
<td>Participant 8: “Like, the more you do something the more your body get used to doin’ it, so, I’m used to wearin’ it and I remember more that I got to put on…my mask when I go to sleep.”</td>
<td>Participant 4: “…Like I might like, I might have everything set up or something and I’m, I start watching TV and just fall asleep and forget about putting it on…even when it’s right there…”</td>
<td>Participant 16: “Because sometimes I do forget to put it on or I just fall asleep or I don’t wanna put it on that night, so I don’t put it on. [Also], the weekends to me is like a break from school and stuff, so I just don’t wear it.”</td>
</tr>
<tr>
<td></td>
<td>Participant 10: “…When I get tired I either go to sleep by myself or I put the mask on…because I know I’ll go to sleep faster.”</td>
<td>Participant 13: “I feel kind of annoying. Because I’m not used to sleeping with something on my face.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Participant 10: “…I put it on when I watch TV because if I watch TV I fall asleep. The machine is on while I’m watching TV. I never slept without my mask.”</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Stress

Stress within a family was linked to CPAP use. High use appeared to decrease stress. While adolescents with low and no use did not perceive lack of CPAP adherence to be an issue related to stress, adolescents’ lack of use was seen as a factor in increasing the stress in the lives of the caregivers.

Adolescent Perception of Benefits Affects Motivation for CPAP Adherence (Table 7)

Fear of Consequences to Health with No Use

Adolescents with high use seemed to be motivated by fear of the consequences of not using CPAP. Adolescents with low and no use appeared indifferent to the knowledge of the consequences of not using CPAP. They expressed indifference about their lack of use being detrimental to their health.

Benefits of CPAP

Adolescents with high use consistently described receiving benefits from CPAP use. They appeared to be untroubled by the adverse side effects they suffered. However, adolescents with low and no use were more variable in noticing benefits from CPAP, which may have been due to inconsistent use. They complained about discomfort and saw this as a reason for disuse.

Review of CPAP Downloads with Participants

In adolescents with low and no use, being shown evidence of their lack of use provoked surprise. The low use participants were especially astonished about their lack of use. Their expressions showed a belief that they thought they had been using their CPAP machines more. Participant 12 said, “I like I had the machine set up …So I guess I was using it and I take it off when I was asleep.” Participant 15 said, “I usually would think that I would have it on long, but then I see it don’t look like I have it on that long at all.”

Caregivers expressed surprise and concern when presented with the evidence of low or no use. The mother of participant 13 responded that she thought her daughter was using her CPAP machine most nights. After seeing the download of her daughter’s CPAP use during the past month, she said “She has to use it more, …I’m gonna stay on top of it.”
**DISCUSSION**

Little is known about the perspectives of adolescent CPAP users and their caregivers. This is important as adherence in this age group is often poor. Gaining these insights may be of benefit to clinicians in identifying factors to explore with adolescent patients and their families to facilitate optimal use.

**The Extent and Nature of Structure in the Home/Family Affects CPAP Adherence**

Adolescents may have difficulty adhering to treatment regimens devised by health professionals and parents because of poorly developed abstract thinking. This problem may manifest as a poor ability to plan and prepare for different situations using abstract concepts; therefore, family organization is key. Bender found in a quantitative study that non-adherence, to β-agonists and corticosteroids in 24 asthmatic children, increased with the level of disorganization or dysfunction within the family. Our qualitative results support this conclusion with CPAP adherence: for families of adolescents with high use, CPAP use was considered an important family priority by both the caregivers and the adolescents. Also, households with an adolescent with high use maintained an organized structure for managing CPAP use, e.g., caregiver present at bedtime and facilitating the adolescent patients away from home.

Youth with behavior problems are especially at risk for poor adherence. According to family process theories, behaviorally disordered youth tend to lack routines in their lives, which is hypothesized to compromise their compliance with a daily, multifaceted treatment regimen. Greening found it is important that clinicians help families recognize the critical aspects of the child’s medical regimen and to integrate the treatment regimens devised by health professionals and parents because of the need for a supportive and organized home environment.

---

**Table 5—Relationship between quotes, themes and theory: the style of communication between caregivers and adolescents affects CPAP adherence**

<table>
<thead>
<tr>
<th>Themes</th>
<th>High user quotes</th>
<th>Low user quotes</th>
<th>Non user quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parenting Style</td>
<td>Mother of Participant 18: “I tell him or remind him of the consequences and let him make the choice.”</td>
<td>Father of Participant 9: “I told him, he had to use it every night or else I take... his PlayStation 3. It works good, but except middle of the night... the mask always off of his face and he say he don’t know.”</td>
<td>Mother of Participant 1: “You can’t go out for the weekend...that don’t work. So I feel like sometimes she don’t care and she don’t care what nobody say...”</td>
</tr>
<tr>
<td>Communication</td>
<td>Participant 19: “Sometimes – she will come in and tell me “make sure you put your mask on”... I tell her “I will” but sometimes she don’t tell me because she knows I put it on.”</td>
<td>Participant 9: “…I do put it on. I just don’t know how it ends up off me...I don’t remember taking it off. When I don’t use it, they yell at me.”</td>
<td>Participant 1: “Like yelling at me and stuff like that just to put it on...just tell me...don’t yell at me.”</td>
</tr>
<tr>
<td></td>
<td>Participant 18: “I think she understands that I forget. She’s trying to help me get in the mind frame of making sure that I don’t forget. So it’s like I think she does understand, but she wants to help me so that way I don’t keep forgetting.”</td>
<td>Participant 16: “Because she’ll tell me to put my mask on, but then when I don’t put it on she’ll holler at me or say go put my mask on. But when I tell her that it leaves marks on my face or something like that, she says well you have to put it on and I just don’t want to. She don’t...she’s not aware of it, that I don’t want to.”</td>
<td>Participant 11: “My dad said ‘If you don’t use that damn machine I’m gonna ground you...’ He would drill it into my head and every night he’d call me because he’d be at work...I’d be like ‘alright, bye’...And then I’d just fall asleep...He was very consistent, more so than my mom was...”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Participant 16: “when I don’t put it on she’ll holler at me... But when I tell her that it leaves marks on my face...she says well you have to put it on and I just don’t want to. She’s...not aware of it, that I don’t want to.”</td>
<td>Participant 11: “My dad said ‘If you don’t use that damn machine I’m gonna ground you...’ He would drill it into my head and every night he’d call me because he’d be at work...I’d be like ‘alright, bye’...And then I’d just fall asleep...He was very consistent, more so than my mom was...”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Participant 1: “Punishment. Taking away things from her...you can’t spend the night out...I done tried to punish her...that don’t work. ‘You can’t go out for the weekend...that don’t work. So I feel like sometimes she don’t care...and I done punished her...it just don’t work.”</td>
<td>Mother of Participant 1: “Punishment. Taking away things from her...you can’t spend the night out...I done tried to punish her...that don’t work. ‘You can’t go out for the weekend...that don’t work. So I feel like sometimes she don’t care...and I done punished her...it just don’t work.”</td>
</tr>
</tbody>
</table>
The early adolescent’s role in family decision making are tempered by the developmental stage of the child. Young adolescents may have the capacity to independently initiate and view CPAP as part of their routine, especially as emerging adults. Caregivers, however, may need to move from a more directive role to one of support and encouragement as adolescents take on more responsibility for their health. This distancing in parent-adolescent relations has a functional value for adolescents in that it fosters their independence, develops their sense of efficacy, and contributes to optimal use by encouraging a sense of self-respect and self-esteem, self-reliance, satisfaction with school and student-teacher relations, positive school adjustment, and advanced moral reasoning.

Recognizing the emerging adult autonomy of an adolescent is a factor that can contribute to optimal use by encouraging a sense of self-respect and self-discipline and fostering mature and responsible health decision-making. Conversely, a parenting style that is coercive, authoritarian, and not attuned to the adolescent’s need for autonomy and input is associated with self-consciousness and lowered self-esteem which can have negative implications for CPAP adherence.

Research from several investigators suggests that adolescents’ relationships with their parents can be also be stressful during early and middle adolescence due to developmental changes. This stress is often focused on issues of control and autonomy within the family, which are renegotiated during this developmental period. Ideally, the renegotiation process would be a smooth transition for both adolescents and parents, but as children mature and take more responsibility for their own lives; it is not easy for parents to determine the optimal level of autonomy versus control. According to the stage-environment fit perspective, one would predict strained relationships associated with self-esteem, self-reliance, satisfaction with school and student-teacher relations, positive school adjustment, and advanced moral reasoning.

### Table 6—Relationship between quotes, themes and theory: social reactions and attitudes affect CPAP adherence

<table>
<thead>
<tr>
<th>Themes</th>
<th>High user quotes</th>
<th>Low user quotes</th>
<th>Non user quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desire to Please/Self</td>
<td>Mother of Participant 8: “I think she [mother] understands it more than I do…why it is important to wear it, so… I just use it and she’s happy; I’m happy, so, we’re all happy.”</td>
<td>Participant 9: “I don’t know. I just didn’t feel like wearing it.”</td>
<td>Participant 1: “I just end up not wearing it because she [mother] just irritates…when I get mad, I just want to go to sleep.”</td>
</tr>
<tr>
<td>Respect</td>
<td>Participant 16: “…from what I understand it does, it’ll help me be alive longer, it’ll help me with my health. So it’ll contribute more to my life and my family and things.”</td>
<td>Participant 12: “When I first got it, I really didn’t like using it. So I guess that’s why I wasn’t really using it.”</td>
<td>Participant 16: “…sometimes I do forget to put it on or I just fall asleep or I don’t wanna put it on that night…I just was being stubborn…so I don’t put it on.”</td>
</tr>
<tr>
<td></td>
<td>Participant 8: “Sometimes I stop breathing at night, and I really scared her, and I don’t like my mom being scared and upset and stuff…so I started using it.”</td>
<td>Participant 11: “I’d be sleeping at my friends’ houses for extended periods of time and purposefully forget my machine.”</td>
<td>Mother of Participant 4: “He’s always been very negative with it…He doesn’t want to use anything that alters him from being normal.”</td>
</tr>
<tr>
<td>Stress</td>
<td>Participant 8: “I’m used to it now, so it doesn’t really stress me out or make me upset or anything.”</td>
<td>Participant 15: “If you’re at home with me now and I have to fight with you to wear it, when you go to college who is going to fight with you to wear it? So you probably won’t wear it. So that is a very big stressor for me.”</td>
<td>Participant 4: “You know you’re gasping for air. Put the mask on!” She won’t do it. She just don’t wear it. It’s like to me she don’t care.”</td>
</tr>
<tr>
<td></td>
<td>Participant 18: “No. I actually think it will decrease it because it’s like a good night’s sleep with help everything go flower, smoother. I wake up in the morning, I’m refreshed… I don’t feel like I’ve been working in my sleep. I just feel good when I wake up.”</td>
<td>Participant 12: “I just feel more stressful, like, ever since I started using it… it makes me kind of mad...Like when I use the machine…I just wake up in like a bad mood, like I’m lost.”</td>
<td>Mother of Participant 1: “It’s really a problem, and I know if she’d wear that mask she’d get a good night rest... it’s just a task…because she don’t get enough rest. She won’t wear the mask…it’s depressing and I cry a lot”</td>
</tr>
<tr>
<td></td>
<td>Mother of Participant 15: “If you’re at home with me now and I have to fight with you to wear it, when you go to college who is going to fight with you to wear it? So you probably won’t wear it. So that is a very big stressor for me.”</td>
<td>Participant 11: “And when she doesn’t wear it, she wets the bed. When she do wear it, she don’t pee the bed...It bothers me. It’s a big issue to me.”</td>
<td>Mother of Participant 1: “And when she don’t wear it, she wets the bed. When she do wear it, she don’t pee the bed...It bothers me. It’s a big issue to me.”</td>
</tr>
</tbody>
</table>
Monaghan found that an authoritative parenting style was associated with significantly less parenting stress than authoritarian or permissive parenting styles. In our study, an authoritative parenting style was associated with significantly less parenting stress than authoritarian or permissive parenting styles. Additionally, authoritative parenting style was more common among caregivers of adolescents with high use and an authoritarian style was more common among caregivers of adolescents with low and no use, as discussed below. Our findings were consistent with studies of other adolescent age groups. Introducing CPAP prior to adolescence, although can still take time for the child to become accustomed to using the mask and machine. When CPAP is prescribed at a younger age, there is a longer opportunity for it to become a routine part of the adolescent’s life and the patient may have a better sense of the benefits of use. Introducing CPAP use during adolescence may be especially challenging because of rebellion and emerging autonomy, as discussed below.

Monaghan also found that an authoritative parenting style was associated with significantly less parenting stress than authoritarian or permissive parenting styles. In our study, an authoritative parenting style was more common among caregivers of adolescents with high use and an authoritarian style was more likely to be demonstrated by caregivers of no and low use adolescents. Our findings were consistent with studies of other treatment regimens which found that caregivers with an authoritative parenting style were associated with improved treatment adherence. For adolescents with low and no use, there were some caregivers who would try to assist with using CPAP, but their authoritarian parenting style led them to have expectations that were unrealistic resulting in little or no CPAP use. This phenomenon has described in the literature as “Miscarried Helping.” DiMatteo also found that social support from caring family members, family cohesiveness, and positive family interaction patterns strongly affect adherence. Conversely, family conflict and negative feelings in the family can serve as powerful factors related to non-adherence, as well as by being upsetting and stressful. Effective communication is important in the parental promotion of CPAP adherence.

Offering occasional reminders and checking on adolescents at bedtime as a means of encouraging the establishment of CPAP into their routines seems to promote adherence. Berating or nagging appeared to have the opposite effect than intended. There was a difference in the age CPAP was prescribed between the high users and low and no users (Table 1). We believe this shows the difficulty of introducing CPAP in the adolescent age group. Introducing CPAP prior to adolescence, when children’s behaviors are more malleable and parents have greater influence and control, is likely to be less challenging, although can still take time for the child to become accustomed to using the mask and machine. When CPAP is prescribed at a younger age, there is a longer opportunity for it to become a routine part of the adolescent’s life and the patient may have a better sense of the benefits of use. Introducing CPAP use during adolescence may be especially challenging because of rebellion and emerging autonomy, as discussed below.

### Social Reactions and Attitudes Affect CPAP Adherence

Concerns about health contributed to stress levels in participants’ families. Although high stress levels in the families of low and no users may not have been entirely attributable to poor adherence, poor CPAP use was a cause of stress for the caregivers. Becoming aware of family stressors is important so that the health care providers consider the social situation of the families to begin the conversation that despite having other stresses how can they best support the family in using CPAP and making its use a priority. The way CPAP is initiated may be

### Table 7—Relationship between quotes, themes and theory: adolescent perception of benefits affects motivation for CPAP adherence

<table>
<thead>
<tr>
<th>Themes</th>
<th>High user quotes</th>
<th>Low user quotes</th>
<th>Non user quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fear of Consequences to Health with No Use</td>
<td>Participant 18: “It actually motivates me because I think it’s scary that I stop breathing at night and that I could not wake up in the morning if I don’t have the machine on...So that is motivation to me, because the fact that I would like to stay alive. So that’s definitely motivation.”</td>
<td>Participant 12: “I just didn’t like using it. So I, I didn’t know how serious it was.”</td>
<td>Participant 6: “Eventually, I’ll just be tired, I guess. I don’t really know. I haven’t really thought about that [laughs]... if [my doctor did tell me what would happen] I wasn’t paying attention. My mom probably knows.”</td>
</tr>
<tr>
<td></td>
<td>Participant 10: “...if I go to sleep and I don’t have it on I go into a deep sleep and I stop breathing. And then I wake up...My mask is uncomfortable, but I can’t sleep with it off. I can’t take it off and go to sleep.”</td>
<td>Participant 15: “I don’t think anything would happen to my health.”</td>
<td>Mother of Participant 4: “He wants to hide it [CPAP]. He doesn’t want to use it. I find it all over the house disassembled. If you put it on him and you leave the room he takes it off. He’s...just totally non-compliant with it.”</td>
</tr>
<tr>
<td></td>
<td>Participant 19 “Because it helps me stay alive when I sleep so I won’t die in my sleep.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefits of CPAP</td>
<td>Participant 18: “It actually motivates me because I think it’s scary that I stop breathing at night and that I could not wake up in the morning if I don’t have the machine on...So that is motivation to me, because the fact that I would like to stay alive. So that’s definitely motivation.”</td>
<td>Participant 9: “I feel the same as without the mask.”</td>
<td>Participant 4: “I feel that I’m breathing better without it. My mother said I need it. I feel normal. I feel okay when I wake up in the morning... [without CPAP]”</td>
</tr>
<tr>
<td></td>
<td>Participant 10: “...if I go to sleep and I don’t have it on I go into a deep sleep and I stop breathing. And then I wake up...My mask is uncomfortable, but I can’t sleep with it off. I can’t take it off and go to sleep.”</td>
<td>Participant 3: “…I was told that if I wear it now I won’t have to later...that motivated me to wear it for a while, but, lately...it’s annoying.”</td>
<td>Participant 12: “…I just be like, probably don’t really need it. But...when I started coming back for appointments and they saw I wasn’t using it, then really they told me like I really, really need it.”</td>
</tr>
<tr>
<td></td>
<td>Participant 13: “To me it’s just all the same.”</td>
<td>Participant 13: “To me it’s just all the same.”</td>
<td>Participant 6: “I don’t pay attention because I don’t like doing school work so it’s kind of just like either way I’m like, I don’t want to move. I just want to lay here.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Participant 14: “I think I’d be the same, because I never feel myself stop breathing...”</td>
</tr>
</tbody>
</table>
important to facilitate adherence. Adding CPAP to a family that is already coping with significant stressors may only magnify stress in the household and impede actual use of CPAP.

Some high users attributed the reasons for their regular use of CPAP to a desire to please their caregivers. They expressed concern about their parents’ anxiety about their OSAS and did not want to upset them. They seemed to have a greater sense of self-worth than the low and no users and had a sense of responsibility for their own and their parents’ well-being. Encouraging self-respect and fostering a sense of responsibility would appear to be a helpful strategy for increasing adherence.

The participant-caregiver relationship also appeared to play a role in adherence. Within the high users, most participants described cohesive family relationships. Although a close relationship with the parent facilitates adherence in young adolescents, if the parent is overprotective, it may prove challenging for the adolescent to achieve autonomy and assume responsibility for their CPAP use. Overprotection has been shown to cause social isolation and interfere with the development of individual ability for self-care.35

A normal facet of adolescence is to rebel against authority and to challenge limits set by family caregivers. One of the main tasks of adolescence is to become an autonomous individual. The drive for autonomy stems from biological processes marking the transition to a more adult role (puberty and increasing cognitive maturity) and from shifts in social roles and expectations. As adolescents become physically mature, they begin to question family rules and roles, leading to conflicts.21 CPAP use provides an opportunity for rebellion. While adolescents may rebel against parental and adult societal expectations, they want to conform to peer norms.

Another aspect of the developmental process is a feeling of invulnerability. Adolescents possess little ability to appreciate consequences of current life style decisions and actions. They see themselves as being invulnerable, a notion that has been described in the literature as being “bullet proof.”36 This notion is linked to the adolescent perceptions of the benefits of CPAP.

Adolescent Perception of Benefits Affect Motivation for CPAP Adherence

Less daytime sleepiness, sleeping better, having more energy, improved school performance, and decrease in enuresis were some of the benefits associated with adolescent CPAP adhesion. Caregivers and adolescents of the low and no CPAP use groups reported more subtle benefits from using CPAP than their high use counterparts. Some of the adolescents with high use described having a physical or psychological need for using CPAP, e.g., believing it was what made them fall asleep or reporting they would wake up choking and gasping if they fell asleep without using it. Having an understanding of the importance of using CPAP was associated with high use, which highlights the need for healthcare providers to educate CPAP users and their families as fully as possible about the purpose and benefits of CPAP, as well as the physical and neurobehavioral consequences of untreated OSAS.

Discomfort with using CPAP was described by all the adolescents, but only adolescents in the low and no use groups described this as a significant barrier to adherence. Nasal congestion, skin irritation, a poor mask fit, and intolerance to air pressure are all well-known side effects of CPAP use that were mentioned by all the adolescents. As part of the educational initiation processes for CPAP, it is essential to provide anticipatory guidance about the potential complications of CPAP. Further, it is important for clinicians to explain that potential remedies exist for these complications and that the family should contact the medical team if the adolescent experiences any of the side effects. While some of these complications may improve with increased use of CPAP, others may be addressed by the health care team (e.g., mask fit, chronic nasal congestion, skin irritation). Identifying potential barriers and providing support to problem solve barriers may facilitate adherence.

As previously discussed, some adolescents are non-adherent because of a feeling of invulnerability; however, the adolescents with high use described fear as a motivator for adherence. They expressed being afraid of the consequences of not using CPAP (e.g. death, not being able to breathe, adverse effects on their hearts). Bond et al.’s Health Belief Model predicted that the benefits-costs and cues constructs were related to compliance if benefits were high and costs were low. The greatest compliance was achieved with low perceived threat and high perceived benefits-costs. Our findings fit this model. High use adolescents expressed knowledge of fear of consequences, or high threat, for lack of use and had a perception of high benefits and low cost regarding their CPAP use. Adolescents with low or no use perceived low benefit, high cost, and high threat, but the level of threat was not adequate motivation to overcome the high cost of use which may be linked to the adolescent perception of invulnerability.36

Strengths and Limitations

This was a small study and as is the case with qualitative research, the findings do not presume to be generalizable. Rather, we have generated grounded theories that we offer for further exploration and evaluation. Nonetheless, we feel that these theories merit consideration by clinicians in helping families develop strategies that will promote CPAP use. Despite purposively sampling across the spectrum of adherence, we do recognize it was not demographically representative, and the population was primarily inner city families. Following the analysis, it became apparent there was a difference in the age at which CPAP was prescribed for the high users (Table 1); ideally, we should have also purposively recruited more high users who started CPAP during adolescence and additional low and no users who were prescribed CPAP at a younger age in order to represent a broader range of experience using CPAP in adolescence. Another potential weakness that is common to all studies involving interviewing was self-selection of participants, which could create volunteer bias in our sample. There is a risk that participants will offer responses that they feel are desired by the interviewer. We attempted to minimize this risk by carrying out the interviews in a non-judgmental and open way and by emphasizing that there were no right or wrong answers and that the interviewer was genuinely interested in the participants’ experiences and opinions.

Our findings were strengthened by the use of objective adherence data facilitating an open discussion about actual use. Objective measurement of adherence is less prone to bias, owing to the tendency of parents and children to overestimate adherence on self-report.37
CONCLUSION

Adherence to medical regimens in adolescents has long been recognized as problematic. For sleep clinicians, CPAP adherence in adolescents has been a concern that is likely to grow due to the current obesity epidemic and an increase in referrals to sleep specialists of adolescents with OSAS. Understanding the adolescent and family experience of using CPAP may be the key to developing more effective mechanisms to promote adherence. Issues that need to be considered are parenting style, family dynamics, and communication. Health education, combined with family involvement in developing strategies that facilitate CPAP use within their family context, are important components of promoting adherence. Since many adolescents appear reluctant to make their peers aware of their CPAP use, peer support groups may help promote adherence. All support strategies need to take into account the developmental process of adolescence and should be tailored to the individual and his or her family.
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Study Objectives: Drowsiness is a major risk factor for motor vehicle and occupational accidents. Real-time objective indicators of drowsiness could potentially identify drowsy individuals with the goal of intervening before an accident occurs. Several ocular measures are promising objective indicators of drowsiness; however, there is a lack of studies evaluating their accuracy for detecting behavioral impairment due to drowsiness in real time.

Methods: In this study, eye movement parameters were measured during vigilance tasks following restricted sleep and in a rested state (n = 33 participants) at three testing points (n = 71 data points) to compare ocular measures to a gold standard measure of drowsiness (OSLER). The utility of these parameters for detecting drowsiness-related errors was evaluated using receiver operating characteristic curves (ROC) (adjusted by clustering for participant) and identification of optimal cutoff levels for identifying frequent drowsiness-related errors (4 missed signals in a minute using OSLER). Their accuracy was tested for detecting increasing frequencies of behavioral lapses on a different task (psychomotor vigilance task [PVT]).

Results: Ocular variables which measured the average duration of eyelid closure (inter-event duration [IED]) and the ratio of the amplitude to velocity of eyelid closure were reliable indicators of frequent errors (area under the curve for ROC of 0.73 to 0.83, p < 0.05). IED produced a sensitivity and specificity of 71% and 88% for detecting ≥ 3 lapses (PVT) in a minute and 100% and 86% for ≥ 5 lapses. A composite measure of several eye movement characteristics (Johns Drowsiness Scale) provided sensitivities of 77% and 100% for detecting 3 and ≥ 5 lapses in a minute, with specificities of 85% and 83%, respectively.

Conclusions: Ocular measures, particularly those measuring the average duration of episodes of eye closure are promising real-time indicators of drowsiness.

Keywords: Behavioral lapses, drowsiness, fatigue, ocular measures, eye blinks
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than 200 ms, sleep deprivation results in increased blink duration, episodes of slow eye closure lasting more than 500 ms, and increased proportion of time the eyes are closed. The proportion of time the eyes are at least 80% closed (PERCLOS) increases in drowsy participants during task performance and is reported to correlate well with vigilance and simulated driving tasks in the laboratory. Technological development has enabled more detailed measurement of eyelid movements in real time. Initial reports suggest that the velocity and amplitude of eyelid movements provide useful indicators of drowsiness and that the use of multiple eyelid closure metrics may improve the prediction of drowsiness. There is, however, a paucity of studies evaluating the ability of these measures to detect impaired vigilance as a result of drowsiness. In this study we evaluated the ability of a range of eye movement parameters to detect impaired vigilance (frequent behavioral lapses) following restricted sleep.

METHODS

Participants undertook objective assessment of vigilance and drowsiness with concurrent measurement of eyelid movement parameters following a normal night of sleep and a night restricted to 4 h time in bed in a randomized crossover design.

Participants

Healthy participants aged between 18-70 years were recruited. Participants underwent a medical review and were excluded if they had a chronic medical condition that might affect neuro-cognitive or motor function or be a contraindication to sleep restriction including sleep disorders and chronic neurological or psychiatric conditions. Participants were also excluded if they were heavy smokers, consumed on average ≥ 5 caffeinated beverages a day, had significant daytime sleepiness (Epworth Sleepiness Scale [ESS] > 11), had a high risk of sleep apnea on a validated screening survey, or had visual impairment which was not corrected with glasses.

The study protocol was approved by the Austin Health Human Research Ethics Committee and was registered on the Australian New Zealand Clinical Trials Registry.

Protocol

Participants attended the Sleep Laboratory, Austin Hospital, Heidelberg, for an initial medical screening, to obtain written informed consent and for familiarization with tasks and fitting of Optalert Drowsiness Measurement System (ODMS) equipment. ODMS glasses were fitted by an experienced researcher trained in this technique to confirm correct measurement of ocular data.

Two separate days of testing were conducted in random order, ≥ 1 week apart. Participants were instructed to maintain an 8-h in bed sleep schedule (22:00-06:00), confirmed by sleep diary, for the week preceding the testing session. A baseline session was performed while participants were in a rested state. On the night prior to the sleep restriction session, participants restricted their time in bed to 4 h (02:00-06:00). Sleep restriction was confirmed via actigraphy (SenseWear Body Monitoring System armband, Pittsburgh, USA) and a sleep diary kept for the preceding week.

Participants undertook one 1.5-h performance test battery in the rested state (baseline session) and 2 performance test batteries following one night of sleep restriction (sleep restriction sessions in the morning (SR-AM) and afternoon (SR-PM)). Eighteen participants commenced this sequence with the baseline session prior to the sleep restriction sessions, and 21 participants commenced the sequence with the sleep restriction sessions. Three testing sessions were conducted to sample a range of impairments due to drowsiness and circadian factors. Performance measures were conducted at 09:00 (baseline and SR-AM) and 13:00 (SR-PM). The test battery consisted of objective vigilance tests in addition to exploratory drowsiness and performance questionnaires, which are not presented in this analysis. Testing was conducted in randomized order in a soundproofed room with dim lighting as per maintenance of wakefulness test (MWT) protocol. There was a short break in between tests to check ocular signals and adjust as required. Vigilance testing included the 40-min Oxford Sleep Resistance Test (OSLER), and 10-min psychomotor vigilance task (PVT). Continuous ODMS recording occurred during these testing sessions, in addition to video monitoring to ensure synchronization of ODMS measures with vigilance testing measures.

Outcome Measures and Data Analysis

A two-step process of analysis was undertaken. In Step 1, cutoff values for ocular measures of the ODMS for predicting drowsiness-related impairment were derived using the OSLER as the gold standard. In Step 2, the sensitivity, specificity, and area under the ROC curve were calculated using these cutpoints, using the PVT as a gold standard.

Step 1: Derivation of Cutoff Values

Ocular measures were evaluated for their accuracy in detecting drowsiness-related impairment and cutoff values for detecting impairment were developed. Eyelid movement parameters were measured using the ODMS (Optalert, Sleep Diagnostics Pty Ltd, Melbourne, Australia). This device records 8 ocular variables using infrared light from a light-emitting diode positioned below and in front of the eye on a pair of glasses hardwired to a laptop. ODMS is reported to be fully functional regardless of the position or movement of the person’s head, and in sunlight or darkness. The following ocular variables were calculated as an average on a minutely basis:

- **Inter-Event Duration (IED):** blink duration measured from the point of maximum closing velocity to maximum opening velocity of the eyelid measured in seconds.
- **Percent Time with Eyes Closed (%TEC):** proportion of time eyes are closed, determined from the velocity of eyelid movement during eyelid closure.
- **Blink Total Duration (BTD):** duration of blinks measured in seconds from the start of closing to complete re-opening.
- **Negative Amplitude-Velocity Ratio (–AVR):** the ratio of the maximum amplitude to maximum velocity of eyelid movement for the reopening phase of blinks.
- **Positive Amplitude-Velocity Ratio (+AVR):** the ratio of the maximum amplitude to maximum velocity of eyelid movement for the closing phase of blinks.
sleep disorders have the ability to safely drive a vehicle.20,21

...The OSler was designed as a simplified version of the maintenance of wakefulness test (MWT), a laboratory-based EEG method. OSLER was fitted using the ocular variables with the highest discriminatory ability (%TEC, +A VR).

Step 2: Validation of Cutoff Values

The ability of the ocular variables with the greatest discrimination in detecting frequent missed signals on the OSler (IED, BTD, +AVR, and JDS) were then evaluated for the ability (sensitivity and specificity) of their OSler determined cutoff levels to detect different frequencies of lapses per minute on the PVT. The PVT was a hand-held reaction time task which assesses sustained attention through measuring reaction time to a visual stimulus, presented at varying intervals approximately 10 times per minute.23 Impaired attention is a reliable consequence of drowsiness, with the PVT showing results characteristic of decreased attention such as slowed reaction times and increases in errors and lapses.26-28 A review of 141 articles utilizing the PVT found the 10-min PVT to be the optimal length and the outcome of number of lapses to be the most frequently used and the most reliable measure when evaluating the effect of sleep loss.29 PVT files were inspected for errors (reaction time < 100 ms) which were removed from the analysis. PVT and concurrent ocular measures were again analyzed in 1-min bins. Lapses (reaction time > 500 ms) were identified and the number of lapses per minute was determined for each minute.

**Statistical Analysis for Validation of Cutoff Values**

Data from the PVT were compared to the corresponding time matched ocular variables in 1-min bins. The sensitivity and specificity of each ocular variable was calculated for detecting different frequencies of lapses (1 to ≥ 5) in any minute.

**RESULTS**

Thirty-nine participants were recruited with data utilized from the 33 participants who completed the protocol (29 male, mean age 41.4 [± 12.9], mean BMI 27.5 [± 5.3], and a median ESS score of 5 [IQR 4-8]). The mean hours of sleep prior to the baseline testing was 6.5 (± 1.0) and prior to the sleep restricted testing was 4.0 (± 0.1) (confirmed by actigraphy).

**OSLER Misses and Ocular Variables: ROC Curve Analysis**

A summary of outcome measures for the OSLER and PVT is presented in Table 1 and ocular variables during these tasks in Table 2 for baseline, SR-AM, SR-PM, and an overall compilation of all data.

ROC area under the curve (AUC) and 95% confidence intervals (CIs) clustered by participant are presented in Table 3 for analysis of ocular variables compared to ≥ 4 consecutive missed signals on OSLER (equates to 12 sec) and to ≥ 4 overall missed signals on the OSLER by minute.

The variables measuring blink duration (IED and BTD) had good discriminatory ability for detecting frequent drowsiness-related missed signals, as did the JDS (Table 3, Figures 1 and 2). The ratio of the amplitude to velocity of eyelid movement during eyelid closure (+AVR) was also an accurate discriminator and was better than the ratio during re-opening at the end of the blink (−AVR). The measures of proportion of time with eyes closed had moderate to poor discriminatory ability (%TEC and %LC).

Logistic regression models fitted for ocular variables with the highest discrimination for detection of drowsiness-related
errors (IED, BTD, %TEC, +AVR) (Figure 3) displayed good discriminatory ability in detecting drowsiness via 4 consecutive (ROC AUC = 0.76) and 4 overall (ROC AUC = 0.824) missed signals in one minute. However, the ROC AUC for these models was found to be lower than for the use of the IED variable alone (Table 3), and further analysis using these models was not undertaken.

Ocular Variable Cutoff Values for Optimal Sensitivity and Specificity

Cutoff values were chosen from the ROC curves for ocular variables that were moderate to good discriminators for detecting 4 consecutive missed signals and 4 overall missed signals on the OSLER per minute (Tables 4 and 5). Three cutoff values were selected for the variables of IED, BTD, %TEC, +AVR,

Table 1—Summary of OSLER measures (sleep latency, misses) and PVT measures (reaction time, lapses)

<table>
<thead>
<tr>
<th>OSLER</th>
<th>Sleep latency</th>
<th>Misses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M ± SD (min)</td>
<td>Mdn (IQR) (min)</td>
</tr>
<tr>
<td>Baseline (n = 17)</td>
<td>37.5 ± 5.1</td>
<td>40 (40-40)</td>
</tr>
<tr>
<td>SR-AM (n = 27)</td>
<td>32.5 ± 10.5</td>
<td>40 (23-40)</td>
</tr>
<tr>
<td>SR-PM (n = 27)</td>
<td>30.5 ± 11.2</td>
<td>39 (23-40)</td>
</tr>
<tr>
<td>Overall* (n = 71)</td>
<td>32.3 ± 10.7</td>
<td>40 (25-40)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PVT</th>
<th>Reaction Time</th>
<th>Lapses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M ± SD (ms)</td>
<td>Mdn (IQR) (ms)</td>
</tr>
<tr>
<td>Baseline (n = 21)</td>
<td>244.4 ± 41.7</td>
<td>236.8 (215.7-265.1)</td>
</tr>
<tr>
<td>SR-AM (n = 26)</td>
<td>234.4 ± 45.9</td>
<td>228.8 (211.3-249.1)</td>
</tr>
<tr>
<td>SR-PM (n = 27)</td>
<td>286.1 ± 203.3</td>
<td>231.9 (208.0-280.9)</td>
</tr>
<tr>
<td>Overall* (n = 75)</td>
<td>263.7 ± 156.1</td>
<td>231.3 (210.2-265.1)</td>
</tr>
</tbody>
</table>

*Overall analysis used clustering to account for multiple measures per participant. M, mean; Mdn, median; SR-AM, sleep restriction: morning; SR-PM, sleep restriction: afternoon.

Table 2—Summary of ocular variables during OSLER and PVT tasks

<table>
<thead>
<tr>
<th>Ocular measures – OSLER</th>
<th>Baseline (n = 17)</th>
<th>SR-AM (n = 27)</th>
<th>SR-PM (n = 27)</th>
<th>Overall* (n = 71)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IED</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>0.22 ± 0.36</td>
<td>0.34 ± 0.59</td>
<td>0.46 ± 1.12</td>
<td>0.39 ± 0.88</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.10-0.20)</td>
<td>(0.12-0.28)</td>
<td>(0.10-0.37)</td>
<td>(0.10-0.30)</td>
</tr>
<tr>
<td>BTD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>0.48 ± 0.53</td>
<td>0.63 ± 1.44</td>
<td>1.10 ± 7.22</td>
<td>0.84 ± 5.13</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.28-0.49)</td>
<td>(0.32-0.61)</td>
<td>(0.32-0.68)</td>
<td>(0.32-0.61)</td>
</tr>
<tr>
<td>% TEC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>3.12 ± 7.74</td>
<td>3.94 ± 10.10</td>
<td>6.67 ± 19.29</td>
<td>5.18 ± 15.20</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.05-1.87)</td>
<td>(0.07-2.40)</td>
<td>(0.15-4.92)</td>
<td>(0.09-3.20)</td>
</tr>
<tr>
<td>+AVR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>1.5 ± 0.4</td>
<td>1.64 ± 0.60</td>
<td>1.68 ± 0.74</td>
<td>1.64 ± 0.66</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(1.2-1.6)</td>
<td>(1.26-1.93)</td>
<td>(1.23-1.89)</td>
<td>(1.24-1.86)</td>
</tr>
<tr>
<td>JDS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>4.1 ± 1.7</td>
<td>4.9 ± 1.9</td>
<td>4.7 ± 2.2</td>
<td>4.7 ± 2.0</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(2.9-5.1)</td>
<td>(3.8-6.4)</td>
<td>(3.2-6.5)</td>
<td>(3.3-6.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ocular measures – PVT</th>
<th>Baseline (n = 21)</th>
<th>SR-AM (n = 26)</th>
<th>SR-PM (n = 27)</th>
<th>Overall* (n = 75)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IED</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>0.14 ± 0.06</td>
<td>0.16 ± 0.37</td>
<td>0.18 ± 0.16</td>
<td>0.17 ± 0.26</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.09-0.16)</td>
<td>(0.09-0.15)</td>
<td>(0.10-0.18)</td>
<td>(0.10-0.16)</td>
</tr>
<tr>
<td>BTD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>0.39 ± 0.15</td>
<td>0.38 ± 0.43</td>
<td>0.43 ± 0.24</td>
<td>0.41 ± 0.33</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.29-0.46)</td>
<td>(0.27-0.40)</td>
<td>(0.29-0.46)</td>
<td>(0.29-0.44)</td>
</tr>
<tr>
<td>% TEC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>1.35 ± 2.83</td>
<td>1.44 ± 4.69</td>
<td>2.26 ± 4.98</td>
<td>1.89 ± 5.64</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(0.02-1.12)</td>
<td>(0.05-0.97)</td>
<td>(0.09-1.67)</td>
<td>(0.06-1.44)</td>
</tr>
<tr>
<td>+AVR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>1.33 ± 0.35</td>
<td>1.23 ± 0.23</td>
<td>1.38 ± 0.42</td>
<td>1.33 ± 0.36</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(1.10-1.42)</td>
<td>(1.08-1.34)</td>
<td>(1.08-1.49)</td>
<td>(1.08-1.43)</td>
</tr>
<tr>
<td>JDS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± SD</td>
<td>3.3 ± 1.7</td>
<td>3.5 ± 1.4</td>
<td>4.2 ± 1.5</td>
<td>3.9 ± 1.5</td>
</tr>
<tr>
<td>Mdn (IQR)</td>
<td>(1.8-4.8)</td>
<td>(2.4-4.4)</td>
<td>(3.0-5.5)</td>
<td>(2.7-5.1)</td>
</tr>
</tbody>
</table>

*Overall analysis used clustering to account for multiple measures per participant. IED, inter-event duration; BTD, blink total duration; %TEC, percent time with eyes closed; +AVR, positive amplitude-velocity ratio; JDS, Johns Drowsiness Scale; M, mean; Mdn, median; SR-AM, sleep restriction: morning; SR-PM, sleep restriction: afternoon.
and JDS to demonstrate high sensitivity, high specificity, and intermediate cutoff options for detecting frequent drowsiness-related errors.

**Eyelid Movements for Detecting Drowsiness-Related Lapses**

**PVT Lapses and Ocular Variables**

The sensitivity and specificity of detecting lapses at the selected cutoff values was determined (Figure 4). At cutoff values of 3 or more missed signals, the sensitivity and specificity were 0.816 (95% CI 0.729-0.892) and 0.835 (95% CI 0.758-0.897), respectively. At cutoff values of 5 or more missed signals, the sensitivity and specificity were 0.733 (95% CI 0.625-0.839) and 0.767 (95% CI 0.687-0.849), respectively.

**Table 3—ROC area under the curve analysis of missed signals on the OSLER and ocular variables**

<table>
<thead>
<tr>
<th></th>
<th>Four or more consecutive missed signals by minute</th>
<th>Four or more missed signals overall in one minute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Blink duration variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IED</td>
<td>0.816</td>
<td>0.729-0.892</td>
</tr>
<tr>
<td>BTD</td>
<td>0.733</td>
<td>0.625-0.839</td>
</tr>
<tr>
<td><strong>Eyelid closure variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% TEC</td>
<td>0.684</td>
<td>0.574-0.802</td>
</tr>
<tr>
<td>%LC</td>
<td>0.577</td>
<td>0.530-0.635*</td>
</tr>
<tr>
<td><strong>AVR variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+AVR</td>
<td>0.743</td>
<td>0.647-0.832</td>
</tr>
<tr>
<td>–AVR</td>
<td>0.669</td>
<td>0.561-0.767</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOQ</td>
<td>0.652</td>
<td>0.545-0.735</td>
</tr>
<tr>
<td>JDS</td>
<td>0.744</td>
<td>0.615-0.850</td>
</tr>
</tbody>
</table>

*Unadjusted 95% CIs are presented for %LC (consecutive missed signals). The variable %LC includes a high incidence of 0 values resulting in tied values due to bootstrap sampling procedures. This has been corrected for ties in the variable %LC (overall missed signals) but is unable to be corrected for %LC (consecutive missed signals). 95% CIs for all other variables have been adjusted to account for repeated measures on the participant. IED, inter-event duration; BTD, blink total duration; % TEC, percent time with eyes closed; %LC, percent long closures; +AVR, positive amplitude-velocity ratio; –AVR, negative amplitude-velocity ratio; DOQ, duration of ocular quiescence; JDS, Johns Drowsiness Scale; AUC, area under the curve.

**Figure 1—ROC curves of ocular variables for discrimination of consecutive missed signals using inter-event duration (IED), blink total duration (BTD), Johns Drowsiness Score (JDS), and percent long closures (%LC)**
levels with an optimal balance between sensitivity and specificity (Table 4), identification of one lapse had low sensitivity, with increasing sensitivity with increasing number of lapses. IED, BTD, and JDS had good discrimination for ≥ 3 lapses in a minute on the PVT, with a sensitivity and specificity of 71% and 88% for the IED (100% and 86%, respectively, for ≥ 5 lapses). The JDS provided sensitivities of 77% and 100% for detecting 3 and ≥ 5 lapses in a minute, with specificities of 85% and 83%, respectively; +AVR was not sensitive to detecting lapses on the PVT. All 4 variables had high specificity in detecting any number of lapses on the PVT, and specificity did not decrease greatly with increasing number of lapses. Sensitivity of the identification of PVT lapses increased with lower cutoff levels (high sensitivity cutoff); however, this also resulted in a lowering of

Figure 2—ROC curves of ocular variables for discrimination of overall missed signals using inter-event duration (IED), blink total duration (BTD), Johns Drowsiness Score, (JDS) and percent long closures (%LC)

Figure 3—Logistic models using the ocular variables IED (inter-event duration), BTD (blink total duration), %TEC (percent time with eyes closed), and +AVR (positive amplitude-velocity ratio) for four consecutive and overall misses on the OSLER per minute
and are related to subjectively reported drowsiness. Blink duration of prolonged duration increases during monotonous tasks in infrared recordings. Mean blink duration and proportion of EEG/electrooculography signals, video recordings, or stationary manual determination of blink duration has been measured from suitable for on-road driving have previously not been available and restricted sleep. Reliable automated measures of blink duration and proportion of the amplitude to the velocity of eyelid movement during eyelid closure also providing good discrimination. These results support the use of ocular measures for identifying people who are impaired as a result of drowsiness.

DISCUSSION

In this sleep restriction paradigm, measurement of eyelid movements accurately detected frequent episodes of failure to respond to visual signals during vigilance tasks. The average duration of episodes of eye closure (IED and BTD) provided the best discrimination from the primary measures, with the ratio of the amplitude to the velocity of eyelid movement during eyelid closure also providing good discrimination. These results support the use of ocular measures for identifying people who are impaired as a result of drowsiness.

Although blink duration and the proportion of time with eyes closed increase during circumstances designed to increase drowsiness, there is only limited work attempting to relate these physiological metrics to the behavioral changes that occur with restricted sleep. Reliable automated measures of blink duration suitable for on-road driving have previously not been available and manual determination of blink duration has been measured from EEG/electrooculography signals, video recordings, or stationary infrared recordings. Mean blink duration and proportion of blinks of prolonged duration increase during monotonous tasks and are related to subjectively reported drowsiness. Blink duration is also increased in untreated obstructive sleep apnea patients and reduces following treatment both in the laboratory and during on road driving. The variable IED, a measure of eyelid closure duration between the points of maximum closing and re-opening of the eyelid, has previously only recently been reported. This is a measure similar to blink duration, and proved to be most accurate at detecting drowsiness-related errors. Both blink duration and IED were recently shown to increase in duration after more than 24 hours of wakefulness and during the circadian nadir but the effect of milder sleep restriction, as used in our study, has not been described.

The variable IED accurately identified drowsiness-related errors with an ROC curve area under the curve (AUC) of over 0.8 for detecting frequent missed signals during the OSler task (AUC = 0.816, 95% CI 0.715-0.886, in the analysis of four consecutive missed signals and 0.834, 95% CI 0.757-0.896, in the analysis of four overall missed signals per minute). Total blink duration (BTD), the ratio of the amplitude to velocity of eyelid movements during eyelid closure (+AVR) and the Johns Drowsiness Score (JDS) were all moderately accurate at detecting frequent missed signals, with AUC of 0.733 to 0.767 for four or more consecutive missed signals and four or more overall missed signals per minute. The percentage of time with eyes closed (%TEC) had a moderate ability to identify frequent missed signals (AUC = 0.683 and 0.721), while other individual measures of eyelid movements (–AVR, %LC, and DOQ) had fair to poor ability to detect frequent drowsiness-related errors in both analyses of OSler data. Several of these variables have recently been reported to have moderate ability to predict increased lapse frequency and slowing of reaction time, with AUC on ROC curves of between 0.62 to 0.74 for BTD, IED, %LC, AVR, and JDS. These values are slightly lower than those identified in our study, perhaps due to the comparison utilizing ocular data collected prior to the vigilance

| Table 4—ROC cutoff values for each ocular variable for four or more consecutive missed signals by minute (including alternative high sensitivity and high specificity cutoff options) |
|-----------------|-----------------|-----------------|
| Ocular variable | Optimal sensitivity/specifity | High sensitivity |
| | Cut-off | Sens (%) | Spec (%) | Cut-off | Sens (%) | Spec (%) | Cut-off | Sens (%) | Spec (%) |
| IED | 0.203 | 76.00 | 66.36 | 0.160 | 88.00 | 51.58 | 0.634 | 51.00 | 92.09 |
| BTD | 0.462 | 71.43 | 59.79 | 0.412 | 72.53 | 50.58 | 0.804 | 50.55 | 87.68 |
| % TEC | 0.660 | 70.33 | 52.58 | 0.283 | 81.32 | 39.21 | 3.727 | 48.35 | 80.47 |
| +AVR | 1.515 | 76.84 | 60.21 | 1.407 | 80.00 | 50.13 | 2.010 | 50.53 | 84.08 |
| JDS | 5.4 | 75.26 | 63.40 | 4.6 | 82.47 | 50.47 | 6.5 | 51.55 | 80.61 |

| Table 5—ROC cutoff values for each ocular variable for four or more consecutive missed signals by minute (including alternative high sensitivity and high specificity cutoff options) |
|-----------------|-----------------|-----------------|
| Ocular variable | Optimal sensitivity/specifity | High sensitivity |
| | Cut-off | Sens (%) | Spec (%) | Cut-off | Sens (%) | Spec (%) | Cut-off | Sens (%) | Spec (%) |
| IED | 0.209 | 77.06 | 70.45 | 0.152 | 90.37 | 51.13 | 0.542 | 51.38 | 92.57 |
| BTD | 0.468 | 75.37 | 63.20 | 0.398 | 81.77 | 50.28 | 0.753 | 50.74 | 88.37 |
| % TEC | 0.617 | 74.88 | 53.24 | 0.520 | 77.34 | 50.34 | 3.853 | 50.25 | 82.94 |
| +AVR | 1.567 | 78.30 | 66.34 | 1.402 | 83.02 | 50.88 | 1.990 | 50.47 | 85.31 |
| JDS | 5.5 | 75.60 | 67.97 | 4.6 | 88.52 | 51.16 | 6.4 | 53.59 | 80.63 |

IED, inter-event duration; BTD, blink total duration; %TEC, percent time with eyes closed; +AVR, positive amplitude-velocity ratio; JDS, Johns Drowsiness Scale; Sens, sensitivity; Spec, specificity.
testing rather than during the testing, and the comparison being over a longer time frame.

The percentage long eye closure and percentage of time with eyes closed variables are similar to PERCLOS (the proportion of time eyes are > 80% closed) that has been found to be good at discriminating between alert and drowsy states in some previous studies. The current analysis found that these variables had a moderate discriminatory power for detecting frequent drowsiness-related errors. %LC was poor at detecting sequential drowsiness-related errors, with a maximum sensitivity of 44.64% for detecting four consecutive missed signals on the OSLER, a strong indicator of brief sleep periods on EEG.21 It proved to be more accurate at detecting four misses in total and %TEC, which includes all episodes of eye closure irrespective of duration, was more accurate than %LC. The proportion of time with eyes closed (PERCLOS) was moderately accurate at identifying behavioral lapses in drowsy participants in previous studies with improved accuracy when averaged over longer time periods.35 It has been considered as a potential measure for real-time monitoring of drowsiness, although some laboratory studies have also found other drowsiness detection methods more reliable than PERCLOS.35

In this study we found measures of eyelid closure duration, such as IED and BTD, and the ratio of amplitude to velocity of eyelid movements, to be better predictors of behavioral lapses than the percentage of time with eyes closed, producing the highest sensitivities and specificities. For example, the optimal cutoff value for IED, derived from the OSLER data, achieve a sensitivity of 71% for detecting three behavioral lapses on the PVT task, increasing to 100% for detecting five lapses while maintaining good specificity (88% and 86% respectively). Increasing sensitivity at the expense of lowering specificity results in a higher false positive rate, but also a higher likelihood of identifying episodes of drowsiness-related impairment. In applied settings such as on-road driving, it may be deemed more important to have a low rate of false negatives (high sensitivity), despite a greater false positive rate, to reduce the risk of missing episodes of drowsiness.

Sensitivity of accurately detecting PVT lapses at the selected cutoff values for IED, BTD, +AVR, and JDS increased with
increasing number of lapses, without a large decrease in specificity. Single instances of PVT lapse could be due to non-drowsiness-related events such as distraction. This is supported by the low sensitivity but high specificity found when testing all ocular variables at this number of lapses. The frequency of PVT lapses has been studied under a variety of circumstances, which can help in considering clinically relevant levels of drowsiness. For example, participants averaged five lapses in ten minutes at a blood alcohol level of 0.05% in one study.\textsuperscript{34} Lapse frequencies of 8 and 16 in 10 minutes have been described for 24 and 72 hours of wakefulness, respectively.\textsuperscript{37} Hence, lapse frequencies of two and certainly three or more in a minute would indicate marked drowsiness. IED, BTD, and JDS were all able to detect this frequency of lapses with high sensitivity and specificity. The selected lower cutoff levels for these variables provided sensitivities of 67% to 81% for detecting three lapses in a minute, increasing to 100% for detecting five or more lapses. The specificities were reasonable at 70% to 74% for detecting three or more lapses at this high sensitivity cutoff. Higher cutoff levels resulted in a higher specificity but low sensitivity which would indicate a high rate of false negatives. Monitoring drowsiness in an applied setting would require an appropriate balance, however the fact some of these metrics can achieve a good sensitivity for detecting a moderate frequency of drowsiness-related errors increasing to a very high sensitivity with very frequent errors, while maintaining a low false positive rate suggests that they have the potential to be used for drowsiness monitoring.

AVR for eyelid movements is a measure of the velocity of eyelid movements relative to the amplitude of the upper eyelid movement. AVR increases with drowsiness,\textsuperscript{17} particularly for the eyelid re-opening phase. These ratios have been reported to have low inter-subject variability, and hence potentially reduce the need for individual calibration.\textsuperscript{17,38} In the current study the +AVR (eyelid closure phase), had an ROC area under the curve that was similar to the measures of eyelid closure duration (IED and BTD) and the JDS. However, it tended to have a lower sensitivity than the other measures for detecting behavioral lapses at a range of cutoffs while maintaining a good specificity.

The use of logistic models to fit a more accurate measure of drowsiness using several of the recorded ocular variables, although producing good discriminatory ability, did not improve detection of missed OSLER signals beyond the use of individual ocular variables. IED was found to have more accurate discrimination alone than a logistic model using a combination of ocular measures.

The protocol allowed for a mixture of rested and moderate sleep restriction conditions and demonstrated that several ocular variables have good ability to detect drowsiness-related errors on two psychophysiological tasks. A number of factors might alter these outcomes in different settings. While four hours sleep restriction is a relatively realistic level of sleep loss experienced in the real world, a greater level of sleep restriction and associated drowsiness might alter the discriminatory power of different ocular variables in detecting behavioral lapses. For example the speed of eyelid movements or blink duration might increase prior to appreciable increases in the percent of time with eyes closed. While we found that blink duration measures were better predictors of performance within this paradigm of mild sleep restriction; others with more severe sleep deprivation have found that

percent of time with eyes closed is a better predictor.\textsuperscript{34} There was some individual variability in ocular measures despite the same level of sleep restriction. This may be due to individual variability in responses to sleep loss and may also be due to baseline variability in psychophysiological measures, such as differences in ocular muscle responses. The applicability of results from the current study may be limited to the study tasks and the laboratory setting. In our study, participants were instructed to look directly ahead and sit still while performing the tasks. Although our findings suggest that ocular measurements may be a useful indicator of drowsiness during driving-related performance some caution needs to be exercised in extrapolating these results to other tasks and settings such as on-road driving where factors such as head and vehicle movement may affect eyelid measures. Of the vigilance tasks utilized in this study, the PVT, at 10-min duration, could be used in practical situations to assess driver drowsiness,\textsuperscript{39} such as at a roadside testing stop. However, it is not suitable for the continuous monitoring of drowsiness as can be achieved with ocular measures.

To be functional in monitoring driver drowsiness, a device must be portable and able to acquire, process, and produce feedback to the driver before drowsiness reaches a level when deterioration in attention may lead to accidents. In this study, several ocular variables were reliable indicators of drowsiness-related deterioration in vigilance in the laboratory setting. Ocular variables which measured the duration of ocular events; IED (duration of eyelid events) and BTD (duration of blinks) were the most reliable in detecting drowsiness and lapses, with the ratio of velocity to amplitude of eyelid closure also a reliable indicator. These are promising measures for real-time drowsiness monitoring. Further research should evaluate their utility during a variety of tasks, in different environments (including on-road in vehicle validation) and under a variety of sleep restriction conditions.

**ABBREVIATIONS**

- AVR, negative amplitude-velocity ratio
- +AVR, positive amplitude-velocity ratio
- %LC, percent long closures
- %TEC, percent time with eyes closed
- AUC, area under the curve
- BTD, blink total duration
- CI, confidence interval
- DOQ, duration of ocular quiescence
- EEG, electroencephalography
- ESS, Epworth Sleepiness Scale
- IED, inter-event duration
- JDS, Johns Drowsiness Scale
- MWT, maintenance of wakefulness test
- M, mean
- Mdn, median
- ODMS, Optalert Drowsiness Measurement System
- OSLER, Oxford Sleep Resistance Test
- PERCLOS, proportion of time eyes are more than 80% closed
- PVT, psychomotor vigilance task
- ROC, receiver operating characteristic
- SR-AM, sleep restriction: morning
- SR-PM, sleep restriction: afternoon
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Salivary Biomarkers of Physical Fatigue as Markers of Sleep Deprivation

Darren J. Michael, Ph.D.; Bianca Valle, B.S.; Jennifer Cox, B.S.; John E. Kalns, Ph.D.; Donovan L. Fogt, Ph.D.

Method: Thirty (30) young adults (14 Control [CON]; 16 Sleep Deprived [SDEP]) were monitored for mood state (Profile of Mood States [POMS]), cognitive performance (Stroop Color-Conflict Tests), and salivary biomarkers of physical fatigue over a 48-h period with sampling at 3-h intervals. Trials lasted from 06:00 on day 1 (time = -3 h) to 09:00 on day 3 (time = 48 h). Levels of salivary biomarkers were calculated from liquid chromatography-mass spectrometry (LC-MS) data. Statistical comparisons were made using Wilcoxon rank sum tests with a Bonferroni correction to limit type 1 error. Receiver-operator characteristic (ROC) analysis was used to evaluate the ability of the various parameters to distinguish the SDEP population from the CON population.

Results: Longitudinal analysis demonstrated significant between-group differences in all three parameters. ROC analysis demonstrated that cognitive performance tests and salivary biomarkers of physical fatigue distinguish the SDEP population from the CON population.

Conclusions: A previously identified salivary biomarker of physical fatigue may provide an alternative method for discriminating sleep deprived from rested individuals. The salivary biomarker of physical fatigue holds promise as an objective measure of sleep deprivation, perhaps eventually removing the reliance on self-reported sleep diaries and/or repeated polysomnographs for longitudinal tracking of sleep quality and/or diagnosis of sleep disorders.
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There are relatively few objective methods for the diagnosis and longitudinal monitoring of sleep disorders. At present, clinicians rely primarily on patients’ self-reported levels of sleepiness, as well as expensive, time-consuming, and relatively intrusive overnight polysomnographs (PSG). Other objective methods proposed for use in sleep medicine include actigraphy, electroencephalography (EEG), multiple sleep latency test (MSLT), reaction times, pupillography, melatonin levels, metabolic rate, body temperature, heart rate, and heart rate variability. While each of these techniques has proven promising, none has yet been adopted for the routine diagnosis and monitoring of all sleep disorders. Given the wide range of sleep disorders and the large number of other diseases which also alter sleep, it is clear that there is a need for additional objective measures of sleep health.

Insufficient sleep impairs a number of specific functions, as well as an individual’s general quality of life. Symptoms arising from sleep loss include increased propensity to fall asleep in inappropriate settings, inability to concentrate, impaired cognitive ability, slowed reaction time, reduced vigilance, headache, mood changes, and fatigue. Numerous studies have demonstrated that the levels of impairment arising from acute and chronic sleep deprivation are similar to those observed in individuals with elevated blood alcohol content. The social and economic consequences associated with untreated or improperly treated sleep disorders are significant.

The need for objective methods to diagnose and/or track sleep disorders is especially important in circumstances when individuals are motivated not to report truthfully either their amount of sleep or their level of fatigue. For example, financial pressure might motivate an individual to misreport sleep and/or fatigue, such as in a career field where pay is dependent upon hours worked, e.g., an airline pilot or long-haul truck driver. Alternatively, social pressure might motivate an individual to misreport sleep and/or fatigue, such as for an individual who is part of team, e.g., a member of an elite military unit or sports team. In these circumstances, self-reported values of sleep and/
or fatigue might differ significantly from true levels, thereby endangering the individual and others around them.

Recently, we have reported that physical fatigue changes the composition of saliva. Specifically, we found that the ratio of two endogenous salivary peptides changed significantly as individuals became more fatigued due to prolonged physical exercise. The amino acid sequences of both heptapeptides were determined in our previous work. One peptide had the sequence GGHPPPP (657.7 Da), while the other peptide had the sequence ESPSLIA (715.8 Da). Both of these peptides arise naturally from the family of proteins known as the salivary proline-rich proteins (PRPs). The specific ratio of peptides we reported, termed the fatigue biomarker index or FBI, was calculated as the abundance of GGHPPPP divided by the abundance of ESPSLIA. When the ratio is constructed in this way, the value of the FBI decreases as fatigue increases, much like pH levels decrease as the concentration of protons in solution increases. Our primary interest in developing this technology was to provide the US military with an objective measure of fatigue arising from physical activity. The value of this technology in military settings was highlighted by a previous study showing that an individual’s FBI value at the start of training is useful as part of a model for predicting the outcome of training for candidates entering Special Forces training within the United States Air Force.

Here, we report findings from a preliminary investigation of changes in FBI values during periods of sleep deprivation. Previously, we used data from the same study to investigate changes in cognitive performance and heart rate variability. While this study was designed to mimic typical conditions experienced in a military, rather than civilian, setting and included only a relatively small group of young, healthy adults, the results are promising and suggest that the small peptide composition of saliva can be used to monitor an individual’s sleep.

**METHODS**

**Selection Criteria**

We recruited men between the ages of 18 and 35 years for inclusion in the study. Potential subjects included healthy (asymptomatic) college students, ROTC cadet trainees, and recreational (non-varsity) athletes self-reporting as healthy and fit enough to enter basic military or first responder training, non-smoking, free of disease, and not taking any psychotropic medications or dietary supplements that would alter neural or metabolic function. Subjects meeting our eligibility criteria were asked to read and sign an informed consent document approved by the Committee for the Protection of Human Subjects in Research of the University of Texas at San Antonio. This committee approved this study and provided oversight of all human research procedures.

**Experimental Design**

All protocols were conducted in the Exercise Biochemistry and Metabolism Laboratory of the Department of Health and Kinesiology at The University of Texas at San Antonio. Consented subjects completed a basic medical history screening form, a standard physical examination, skinfold body fat analysis, and a clinical graded treadmill stress test with electrocardiogram to identify preexisting heart conditions that could compromise safe participation and determine aerobic fitness level via indirect calorimetry (TrueMax 2400, ParvoMedics Sandy, UT). Final selection of subjects was dependent upon normal clinical results and history as determined by a participating physician indicating eligibility for safe inclusion in the study. During the health screening session consented subjects were familiarized with all testing planned for the subsequent 48-h protocol.

Eligible subjects (n = 35) were randomly assigned to 1 of 2 experimental groups: (1) control (CON; n = 16) or (2) sleep deprived (SDEP; n = 19). (Note: Analysis of saliva samples was limited to subjects who completed the entire study [CON = 14; SDEP = 16]). The 48-h protocol took place ≥ 1 week following the health screening and familiarization session. The aim of the protocol was to increase fatigue gradually and safely over the course of 48 h. In the present study, we employed a modified version of a 24-h protocol we developed in which participants experienced sleep deprivation and were evaluated for cognitive performance and fatigue level every 3 h.

All participants reported to the laboratory at 06:00 following an 8-h fast that excluded caffeine or other stimulants. They immediately received a small standardized breakfast (375 kcal) with water. For the purpose of analyzing data in this study, we define 06:00 as Time = 0 h. Data for the 48-h period were collected every 3 h from 09:00 on day one to 09:00 on day 3 (17 data collection points total). Every data collection point was 2 h post-prandial and post-fluid ingestion. Total dietary food and fluid intakes were controlled and provided at levels considered normal for the subject’s age, weight, and daily activity level, allowing subjects to remain hydrated (data not shown).

Participants assigned to the CON group were allowed to sleep between the hours of 22:00-09:00, although they were awoken at 00:00, 03:00, and 06:00 and remained awake for approximately 1 h for data collection. Participants assigned to the SDEP group were monitored throughout the 48-h period and were not allowed to sleep. Schedules for data collection, as well as food and water intake, were identical for both groups. During non-sleep hours between data collection periods, all participants maintained a controlled but fixed daily schedule of very light activities (e.g., watching movies, studying, or reading).

Every 3 h during the 48-h period, subjects were weighed (in shorts and shirt, sans shoes). Before the subsequent collection of data, subjects then sat quietly for 20 min.

After the quiet period, subjects completed the Profile of Mood States (POMS) survey for assessment of fatigue level and Stroop Color-Conflict Test (Stroop tests) for assessment of cognitive performance. While the Stroop tests are known to be influenced by learning effects, they were selected for their ease of administration to groups of the size used in this study. The most relevant POMS factor for our investigation was that of “fatigue.” This factor is determined by the sum of Likert-style scoring of seven subjective feelings (“worn out,” “listless,” “fatigued,” “exhausted,” “sluggish,” “weary,” “bushed”). No time limit was given to complete the POMS survey. No performance feedback was provided to subjects for the survey. For the Stroop tests, subjects were instructed to read aloud as many items as possible in 45 s during each of 3 conditions (word, color, incongruent color-word pairs). Instructions for the Stroop tests were repeated at every data collection point. The
number of correct responses for each 45-s test was recorded and no performance feedback was provided to subjects for the tests. The Stroop tests comprise 3 separate tests: color, word, and color-word. We added results from the 3 Stroop tests to calculate a “cumulative cognitive performance” score. We have previously demonstrated that the POMS fatigue factor tracks the decline in Stroop test cognitive performance during a 24-h fatiguing protocol including combinations of sleep deprivation, exercise, caloric restriction, and dehydration.21

Immediately after each data collection period, subjects were fed a small sandwich, raw vegetables, and cookies (300 kcal) with 0.4 L of water. The same meal was provided every 3 h to avoid possible digestion-related fluctuations in vagal tone following a large meal.

Saliva
Saliva samples (~10 mL) were collected by passive drooling of clear saliva. Samples were placed on ice after collection and transferred to a -80°C freezer for storage until time of analysis. The salivary analyses have been published in detail.17 Briefly, raw saliva was processed through a series of molecular-weight-cutoff filters selected to remove components of saliva greater than ~10 kDa. The amount of protein in the remaining solution was quantified (bicinchoninic acid [BCA] assay), so that a fixed amount of protein could be injected per sample (4 µg). To target the peptide components, we used a mass-specific tagging approach to label free amines in solution. Specifically, samples were labeled with light and heavy isotopes of acetic anhydride. The difference in mass of the 2 isotopes arises from the presence of protons or deuterons in all positions of both methyl groups in the acetic anhydride. By labeling 2 different aliquots of the same sample separately with the light and heavy variants of acetic anhydride, it was possible to identify those components of saliva with a free amine. These components appeared as pairs of ions separated by predictable masses in a mixture of the differently labeled samples. Once samples were labeled and analyzed by liquid chromatography with mass spectrometric detection, we quantified levels of a previously identified biomarker of physical fatigue,17 referred to as the fatigue biomarker index (FBI). As a ratio of ion intensities for 2 different salivary peptides, the FBI is resistant to trivial sources of change, e.g., the amount of material injected.

Statistical Analysis
All statistical analyses were completed using R (R24; version 2.9.0; cran.r-project.org). Wilcoxon rank sum tests were used for pairwise comparisons between groups at each time point (Figure 1) and across averaged data (Figure 2), with a Bonferroni correction applied to limit the risk of committing type 1 error. Receiver-operator characteristic (ROC) curves were also used to assess cross-sectional data using the pROC package for R.25 Our a priori significance level was p < 0.05.

RESULTS

Longitudinal Analysis
By using a 3-h sampling interval, this study provided relatively high resolution temporal data to evaluate changes in parameters of interest, namely self-reported fatigue level, cognitive performance, and salivary biomarkers of physical fatigue. Self-reported fatigue levels were derived from the profile of mood states (POMS) survey; cognitive data came from the Stroop color-conflict tests; and salivary biomarkers of physical fatigue

Figure 1—Sleep deprivation led to significant changes in self-reported fatigue level, cognitive performance, and salivary biomarkers of physical fatigue

Subjects were evaluated every 3 h during the course of the study. (A) Levels of the salivary biomarker of physical fatigue remained similar across groups through the first hours of the study, and then changed significantly during the hours after the first night of sleep. Both groups showed a significant increase around midnight on the first day of the study, while only the CON group showed a similar, though muted, increase on the second day of the study. (B) Cumulative scores on the Stroop tests, shown as percentages relative to the subject’s initial scores, remained similar across groups until the early morning hours of the second day. Scores for individuals in the SDEP group dropped significantly after the first evening, whereas scores for individuals in the CON group remained relatively constant. The initial upward slope seen in both groups is likely to do a learning effect. The absence of significant differences during these early time points suggests that the size of the learning effect was similar for both groups. (C) Self-reported fatigue levels drifted higher with time in both groups. Previous analysis using linear mixed-effects modeling showed a significant positive slope for both groups. With the statistical approach used here, groups did not differ significantly until late on the second day. *indicates significant difference between groups.
fatigue were measured according to the previously described fatigue biomarker index (FBI). Longitudinal data are shown for all 3 parameters and both groups in Figure 1. While significant group differences were observed for all 3 parameters, the patterns of change differed. Significant between-group differences appeared first in the Stroop tests in the early morning hours after the first overnight period. Significant changes in the FBI followed soon after, while significant differences in POMS fatigue level were not observed until the early morning hours of the second overnight period. Whereas the significant difference in cognitive performance remained relatively stable after the first overnight period, differences in salivary biomarkers of physical fatigue were transient, lasting 6 to 9 h after the first overnight period of sleep deprivation. A significant difference in salivary biomarkers of fatigue reoccurred during the second overnight period.

Cross-Sectional Analysis

In addition to analyzing changes in parameters as a function of time, we also evaluated the ability of each of the parameters to discriminate the sleep deprived population from the control population. To make the plots shown in Figure 2, data from the window just after the first overnight period (D2-09:00 through D2-15:00) were averaged for each subject, and then plotted by group. We used this window because it is the most relevant testing window for a future clinical test, assuming testing during traditional U.S. business hours (09:00-17:00). Significant between-group differences were observed for 2 (FBI and Stroop) of the 3 parameters. Receiver-operator characteristic (ROC) analysis suggested that cognitive performance tests and salivary biomarkers of physical fatigue performed well when trying to distinguish members of the SDEP and CON groups.

DISCUSSION

Summary

Here, we have compared the impact of sleep deprivation on three different parameters: self-reported fatigue level, cognitive performance, and salivary biomarkers of physical fatigue. The effects of sleep deprivation on the first two parameters have been described extensively elsewhere by us\textsuperscript{20,21} and by others,\textsuperscript{9} while salivary biomarkers of physical fatigue have been described only recently\textsuperscript{17,19} and it was not yet known how they would be affected by sleep deprivation. We observed significant longitudinal changes in all three parameters, and two of the parameters, cognitive performance tests and salivary biomarkers of physical fatigue, also performed well in cross-sectional tests.

Possible Influence of Circadian Rhythms on the Fatigue Biomarker Index

During the initial part of the trial, the pattern of change for the FBI was similar for both the control and sleep deprived arms of the study. Unexpectedly, both traces included a significant increase in FBI values, suggesting a significant decrease in fatigue level, near midnight during the transition from day 1 to day 2 (Figure 1A). A similar, but blunted, increase is seen in the control arm at close to the same time in the second night (day 2-day 3 transition). These unexpected results suggest that the FBI may be affected by circadian rhythms, the hierarchy of oscillators that regulates a wide range of human behavior and physiology.\textsuperscript{26} In humans, the circadian system includes both a central pacemaker, the suprachiasmatic nucleus (SCN), and a series of peripheral components.\textsuperscript{26} The operation of these oscillators has been described at the cellular and molecular

Figure 2—Salivary biomarkers of physical fatigue efficiently detected the effects of sleep deprivation

Values for self-reported fatigue level, cognitive performance and salivary biomarkers of physical fatigue are shown by group for the data collected between 09:00 and 15:00 on the second day of the study. Each point represents average data for one individual. Receiver-operator characteristic (ROC) analysis suggested that salivary biomarkers of physical fatigue can identify sleep-deprived patients with reasonable specificity and selectivity (area under curve, 92%). Self-reported fatigue levels and cognitive performance tests also performed reasonably (area under curve, 77% and 88%, respectively).
level, and a number of studies have demonstrated the tight relationship between the circadian clock, hormone secretion, and metabolism. In saliva, there is evidence of large-amplitude circadian rhythms for concentrations of several inorganic ions. Other components of saliva including cortisol, melatonin, and a variety of metabolites also follow circadian rhythms. In contrast, the circadian rhythms for salivary proteins in unstimulated saliva appear to be smaller in amplitude with a wide spread in acrophases, thereby removing significant oscillations from population data.

Of the salivary components examined to date, melatonin has proven most promising as a direct measure of circadian rhythm. Specifically, the dim light melatonin onset (DLMO) marker appears to be a robust measure of circadian rhythm even in the presence of confounding factors, perhaps leading to its eventual use in clinical settings for the identification of circadian rhythm sleep disorders. In contrast, levels of cortisol in serum and saliva are known to be influenced by a number of factors in addition to circadian rhythms, including a variety of acute and chronic stressors such as insomnia, obstructive sleep apnea, depression, and chronic fatigue. While the exact relationship between measures of salivary cortisol and measures of sleep remains unclear, there have been a number of intriguing findings. Of particular note is a previous report describing an association between cortisol and fatigue/physical symptoms. Specifically, a population study of older adults identified significant associations of fatigue/physical symptoms with two different measures of cortisol, wake-up cortisol and cortisol awakening response (CAR). The reported association between low wake-up cortisol levels and increased fatigue/physical symptoms later the same day agrees with observations of diminished morning cortisol levels in studies of individuals with chronic fatigue syndrome (CFS). In the case of some sleep disorders, dysfunction of the hypothalamic-pituitary-adrenal (HPA) axis has even been suggested to have a causative role. For example, nocturnal salivary cortisol levels are consistently elevated in insomnia, providing support for the hypothesis that insomnia arises from hyperarousal of the HPA axis. In other sleep disorders, such as obstructive sleep apnea, changes in cortisol are believed to be secondary. However, the wide range of external factors influencing salivary cortisol levels may limit their utility in the diagnosis of sleep disorders.

At present, the mechanism(s) regulating the generation of the peptides of the FBI remains unknown, and it remains unclear whether levels of these peptides might also change in response to other stressors besides sleep deprivation. Given the potential presence of circadian rhythms and the lack of understanding about other potential influences affecting levels of these peptides, FBI measurements should be interpreted carefully.

Other Measures of Sleepiness

Given the increasing and varying needs of researchers, clinicians, patients, regulators, lawmakers, and insurers, several other approaches to quantifying sleepiness are also under development. Methods to quantify sleepiness have arisen from various behavioral, electrophysiological, genetic, proteomic, and metabolomic studies of sleep and sleep deprivation. Methods of quantifying sleepiness have been proposed based on changes in behavioral factors such as response time and other measures of attention, as well as various electrophysiological factors such as changes in the power for a particular type of electroencephalographic wave. Other methods for measuring sleepiness have focused on changes in the composition of other salivary markers such as changes in the composition of saliva, cerebrospinal fluid, exhaled breath, and exhaled breath condensate. Inflammatory factors such as IL-6, TNF-α, von Willebrand factor, and C-reactive protein have drawn considerable attention. A gene expression study identified salivary amylose as a biomarker of sleep drive in both fruit flies and humans. Indeed, heterozygote individuals with a single copy of the c.22G > A (rs73598374) polymorphism for adenosine deaminase differ significantly from homozygote individuals with respect to vulnerability to sleep loss, exhibiting both a reduction in sustained attention and an elevation in salivary α-amylase activity during periods of prolonged waking. Although many of these measures of sleepiness appear promising, the lack of specificity among many, if not all, of the sleep reporter and regulatory substances identified to date has led some to suggest that proper measurement of sleepiness will ultimately require simultaneous monitoring of numerous analytes. While the peptide components of the FBI are more likely to be sleep reporter than sleep regulatory molecules, they might still be well-suited for inclusion in a multi-analyte approach to measuring sleepiness.

Potential Clinical Applications for Salivary Biomarkers of Physical Fatigue

Despite the limitations discussed above, the promising results presented here suggest that salivary biomarkers of physical fatigue might provide useful clinical information with respect to patient sleep health. Potential uses include diagnosing sleep disorders and/or longitudinally monitoring fatigue arising from sleep deprivation. The former would help clinicians make diagnoses based on objective measures, and the latter would allow physicians to select the most effective treatment strategy for various sleep disorders. Salivary biomarkers of physical fatigue might be especially well-suited for diagnosing specific types of sleep disorder. For example, diagnosis of paradoxical insomnia, which is characterized by a significant mismatch between self-reported sleep data and objective measures of sleep obtained from polysomnographs, would be much easier if clinicians had a rapid, inexpensive method to evaluate a patient’s sleep history. In other sleep disorders, such as periodic limb movement, arousals from sleep are not perceived by patients suggesting that self-reported sleep data will not be accurate, highlighting the need for objective measures of sleep. The technology described here might also be well-suited to phenotype patients with various polymorphisms associated with enhanced vulnerability to sleep loss, much like the use of sAA described above. Overall, the FBI provides clinicians with an additional objective measure to guide the diagnosis and/or treatment of sleep disorders.

Limitations, Future Studies, and Conclusion

The present study aimed to examine changes in salivary biomarkers of physical fatigue during a period of sleep deprivation. While the data are promising and suggest that salivary biomarkers of physical fatigue may be a useful and objective method to monitor sleep deprivation, the study also has
a number of limitations. For example, the sample size is relatively small, and the participants were young and relatively healthy. While subjects were asked about their sleep history, the study did not include a comprehensive evaluation of subjects to exclude all sleep disorders. In addition, our choices of instruments to evaluate cognitive performance and self-reported fatigue level—Stroop tests and POMS survey, respectively—may not represent the most sensitive tools for detecting changes related to sleep loss. Future studies will aim to study salivary changes related to sleep in subjects of much more varied demographic background and health condition.

In conclusion, we report here that the loss of sleep leads to significant changes in levels of a salivary biomarker of physical fatigue. If these preliminary findings are confirmed in future studies, salivary biomarkers of physical fatigue hold promise of providing clinicians, regulators, and patients with a fast, convenient, and relatively inexpensive method to diagnose and/or monitor sleep disorders.
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Circadian rhythms are biological processes, such as the human sleep-wake cycle, with an endogenous, entrainable oscillation of roughly 24 hours. The hypothalamic suprachiasmatic nucleus is the primary circadian pacemaker, ensuring a proper duration and consistent timing of sleep. Healthy sleep arises from an effective interaction between the sleep homeostat, which decreases sleep propensity as a function of prior wakefulness, and the 24-hour circadian alerting system, which increases sleep propensity as a function of the suprachiasmatic nucleus. In practical terms, this interaction results in a wide range of circadian functioning (also known as “diurnal preference” or “chronotype”), from morning types to evening types. Morning types go to bed early and function best in the early daytime hours, whereas evening types go to bed in the early morning hours and function best at later times in the day or evening. Twin and molecular genetic studies consistently show that diurnal preference is influenced by genetic factors, with heritability between 40% and 54%. Recent research has focused on the role of circadian rhythms in health and disease. Circadian clock disruptions, often observed in shift work disorder, are associated with numerous medical conditions, including cardiovascular disease, cancer, and untoward pregnancy outcomes. It is less clear whether diurnal preference alone portends specific health outcomes. Preliminary evidence suggests that evening-type diurnal preference is associated with poor diet and depression and has adverse effects on measures of quality of life in adolescents. We previously showed an association between evening type and poor diet and increased alcohol consumption. This finding suggests that biological differences in circadian rhythm may be an important pathway of risk for these health outcomes.

Objective: The population-based University of Washington Twin Registry (UWTR) was used to examine (1) genetic influences on chronobiology and (2) whether these genetic factors influence alcohol-use phenotypes.

Methods: We used a reduced Home-Östberg Morningness-Eveningness Questionnaire (rMEQ) to survey UWTR participants for diurnal preference. Frequency and quantity of alcohol use, as well as binge drinking (6+ drinks per occasion), were assessed on a 5-point Likert scale. Both diurnal preference and alcohol use were self-reported. Twin data were analyzed by using structural equation models.

Results: The sample consisted of 2,945 participants (mean age = 36.4 years), including 1,127 same-sex and opposite-sex twin pairs and 691 individual twins. The rMEQ range was 4-25, with a mean score of 15.3 (SD 4.0). Diurnal “morning types” comprised 30.7% (N = 903) of participants, while 17.4% (N = 513) were “evening types.” Regarding alcohol use, 21.2% (N = 624) reported never drinking. Among drinkers, 35.7% (N = 829) reported ≥ 3 drinks per occasion and 48.1% (N = 1,116) reported at least one instance of binge drinking. Genetic influences accounted for 37% of the variance in diurnal preference, with the remaining 63% due to non-shared environmental influences. Genetic propensities toward diurnal evenningness were significantly associated with increased alcohol quantity (β = -0.17; SE = 0.05, p < 0.001) and increased binge drinking (β = -0.19; SE = 0.04, p < 0.001), but not with frequency of alcohol use. Environmental paths between diurnal preference and alcohol use phenotypes were not significant.

Conclusions: Genetic influences on diurnal preference confer elevated risk for problematic alcohol use, including increased quantity and binge drinking. Differences in circadian rhythm may be an important and understudied pathway of risk for genetic influences on alcohol use.
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alcohol than morning types. Alcoholic consumption is associated with a single-nucleotide polymorphism in NPAS2, a gene involved in the autoregulatory transcription/translation feedback loop that drives circadian rhythmicity. Evening type is also correlated with novelty-seeking, which is thought to be associated with behavior activation by low basal dopaminergic activity in the brain. This may lead to addictive behaviors, such as alcohol abuse or dependence, in an effort to enhance dopamine levels. These preliminary studies suggest that diurnal preference is a contributing psychological factor in a multi-causal model of alcohol consumption. The extent to which the relationship between diurnal preference and alcohol use is driven by common underlying genetic variants has yet to be determined. Therefore, the goals of this twin study were to (1) determine the magnitude of genetic and environmental influences on diurnal preference and (2) evaluate the extent to which genetic influences on diurnal preference confer risk for alcohol use. We hypothesized that genetic predispositions toward eveningness would be associated with more problematic alcohol use, although the dearth of previous behavioral genetic research on this topic made our hypotheses necessarily speculative.

**METHODS**

**University of Washington Twin Registry**

The University of Washington Twin Registry is a community-based sample of twins constructed with data provided by the Washington State Department of Licensing. All data collection procedures were approved by the University of Washington Institutional Review Board. The minimum age for participation is 18, and < 5% of participants are older than age 66. As of April 2013, the Registry contained more than 7,500 twin pairs. Participants’ zygosity is determined by using validated self-report methods, with an accuracy ≥ 95%. Every participant completes a recruitment survey. In 2006 and 2008, an additional health survey that included items on diurnal preference and alcohol use was mailed to more than 4,000 enrolled twins. Further details on the characteristics of Registry participants are available elsewhere.

Our study sample consisted of 2,945 individuals, including 1,127 twin pairs (200 monozygotic [MZ] male [17.7%], 82 dizygotic [DZ] male [7.3%], 432 MZ female [38.3%], 215 DZ female [19.1%], and 198 DZ opposite-sex [17.6%]), as well as 691 individual twins who participated without their co-twins. All twin pairs were raised together. Data from complete twin pairs were retained because they inform the within-person correlations between diurnal preference and alcohol use. Data collection procedures were approved by the University of Washington Institutional Review Board. The sex of individual twins closely mirrored that observed in complete twin pairs.

**Measures**

**Diurnal Preference**

Diurnal preference was measured by using the reduced Morningness-Eveningness Questionnaire (rMEQ), a shortened version of the Horne and Östberg Morningness-Eveningness Questionnaire. The rMEQ contains 5 items that assess aspects of the morning-eveningness dimension (for example, “at what time in the evening do you feel tired and in need of sleep?”), rated on a 5-point Likert scale. Responses to each question are summed to give a total rMEQ score between 4 and 25, with higher scores indicating stronger morningness preference. We defined morning types as those with a score ≥ 18, and evening types as those with a score ≤ 11. The rMEQ has demonstrated good internal reliability and validity compared to the full Morningness-Eveningness Questionnaire.

**Alcohol Use Phenotypes**

Aspects of alcohol use were determined by using the Registry questionnaire. Alcohol frequency was ascertained by asking, “How often do you have a drink containing alcohol?” Potential responses were never, monthly or less, 2-4 times a month, 2-3 times a week, and ≥ 4 times a week. Alcohol quantity was ascertained by asking, “How many drinks of alcohol do you have on a typical day when you are drinking?” Potential responses were 1 or 2, 3 or 4, 5 or 6, 7 to 9, and 10 or more. Binge drinking was ascertained by asking, “How often do you have 6 or more drinks on one occasion?” Potential responses were never, less than monthly, monthly, weekly, daily, or almost daily. Responses to each of the three alcohol-related questions were scored on a scale of 1 to 5.

**Sociodemographics**

Age, sex, and race were self-reported. Race was dichotomized into White and non-white (American Indian, Alaska Native, Native Hawaiian, Pacific Islander, Asian, black or African American, or other) categories. Education was ascertained by the question, “What is the highest level of school you have completed?” A total of 7 responses were possible, ranging from “eighth grade or less” to “graduate or professional degree.”

**Statistical Analysis**

We began by examining zygosity-specific twin pair correlations for diurnal preference and each of the 3 alcohol use phenotypes (alcohol frequency, alcohol quantity, and binge drinking). Within-trait, cross-twin correlations (e.g., the correlation between diurnal preference in Twin A and diurnal preference in Twin B) can be used to evaluate the magnitude of genetic and environmental influences on a given phenotype. Cross-trait, cross-twin correlations (e.g., the correlation between diurnal preference in Twin A and alcohol use frequency in Twin B) can be used to evaluate the contribution of genes to the association between the phenotypes.

Next, we evaluated these questions more formally by using the software program Mplus (Muthén & Muthén, 1998-2012, Los Angeles, CA) to fit quantitative genetic models. Specifically, we fit the bivariate twin model shown in Figure 1. Total variance in each of the observed phenotypes (boxes labeled “Diurnal Preference” and “Alcohol Use”) was decomposed into 3 latent factors: additive genetic influences (A), shared environmental influences (C), and non-shared environmental influences (E).
The ACE components for each phenotype were standardized (mean = 0, standard deviation = 1) and the paths from these components to the phenotype were estimated. The correlation between additive genetic influences (A) in the first and second member of each twin pair was fixed at 1.0 in monozygotic twins and 0.5 in dizygotic twins, consistent with genetic theory. The correlation between common environmental (C) factors was fixed at 1.0 in all pair types, whereas the correlation between unique environmental (E) factors was fixed at 0 in all pair types. Finally, alcohol use was regressed on the ACE components of diurnal preference (labeled \( \beta_a, \beta_c, \beta_e \) in Figure 1). These cross-paths estimate the extent to which genetic and environmental influences on diurnal preference also influence alcohol use. Note that the boxes labeled “Alcohol Use” in Figure 1 refer to each of the 3 alcohol use phenotypes, which were modeled individually. Previous authors have described the logic and parameterization of twin models in great detail. All models were estimated by using full information maximum likelihood to account for missing data from incomplete twin pairs. All models controlled for age, white race, and educational attainment by regressing both diurnal preference and alcohol use phenotypes on these covariates.

### RESULTS

Sample characteristics and descriptive statistics for all study variables are summarized in Table 1. Overall, the sample was composed of predominantly younger adults (mean = 36.4 years; standard deviation = 15.7; range 19-93) who were well-educated (64.2% with a college degree or higher) and predominantly white (88.5%) and female (64.2%). Morning types comprised 30.7% of participants, while evening types comprised 17.4%. Never drinking was reported by 21.2%. Among drinkers, 35.7% reported typically drinking \( \geq 3 \) drinks, and 48.1% reported \( \geq 1 \) occasion of binge drinking. Figure 2 illustrates the mean levels of alcohol frequency, alcohol quantity, and binge drinking reported by morning and evening types. Morning and evening types did not significantly differ in alcohol use frequency (p = 0.66), but
evening types consumed larger quantities (p < 0.001) and were more likely to report binge drinking (p < 0.001).

Table 2 summarizes the within-trait, cross-twin correlations for diurnal preference and alcohol use phenotypes, as well as the cross-trait, cross-twin correlations between diurnal preference and each alcohol use phenotype. Overall, the MZ correlations for each trait exceeded the DZ correlations, consistent with the presence of heritable influences on each phenotype. More specifically, descriptive heritability estimates can be calculated as $h^2 = 2(r_{MZ} - r_{DZ})$, yielding heritabilities of 40% for diurnal preference, 58% for alcohol use frequency, 42% for alcohol quantity, and 70% for binge drinking. Similarly, the cross-trait correlations (i.e., the correlation between alcohol use in Twin A and diurnal preference in Twin B) suggest that diurnal preference is more strongly related to our measures of alcohol quantity and binge drinking than to our measures of frequency of alcohol use. These initial descriptive results are formally assessed with the structural equation models.

Model fit comparisons for the quantitative genetic models are summarized in Table 3. For all alcohol use outcomes, the full “ACE” model (as illustrated in Figure 1) did not fit the data significantly better than a trimmed “AE” model, in which all paths from the shared environmental factors (C) to phenotypes (c_{dp}, c_{au}, and \beta_C) were fixed at zero. In other words, shared environmental influences on alcohol use phenotypes, diurnal preference, and their associations were not significant. Consequently, we report standardized parameter estimates from the AE models in Table 4. Root mean square error of approximation (RMSEA), comparative fit index (CFI), and Tucker-Lewis Index (TLI) are alternate indices of model fit, with RMSEA values < 0.06 and CFI and TLI values > 0.95 indicating good fit.51 The overall fit for each of the 3 AE models

### Table 2—Twin correlations for diurnal preference and alcohol use phenotypes

<table>
<thead>
<tr>
<th></th>
<th>MZ Twin Correlations</th>
<th>DZ Twin Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Male</td>
</tr>
<tr>
<td><strong>Within-Trait Correlations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diurnal preference</td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td>Alcohol frequency</td>
<td>0.60</td>
<td>0.59</td>
</tr>
<tr>
<td>Alcohol quantity</td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>Binge drinking</td>
<td>0.81</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>Cross-Trait Correlations (with Diurnal Preference)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol frequency</td>
<td>0.04ns</td>
<td>0.05ns</td>
</tr>
<tr>
<td>Alcohol quantity</td>
<td>-0.20</td>
<td>-0.28</td>
</tr>
<tr>
<td>Binge drinking</td>
<td>-0.17</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

All correlations are significantly different from zero at p < 0.05 unless noted (ns).

### Table 3—Comparisons between quantitative genetic models

<table>
<thead>
<tr>
<th>Model</th>
<th>Fit of ACE Model ($\chi^2$)</th>
<th>Fit of AE Model ($\chi^2$)</th>
<th>Change in Model Fit ($\Delta\chi^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diurnal Preference → Alcohol Use Frequency</td>
<td>49.90 (df = 39, p = 0.11)</td>
<td>49.90 (df = 42, p = 0.19)</td>
<td>&lt; 0.001 (df = 3, p = 0.99)</td>
</tr>
<tr>
<td>Diurnal Preference → Alcohol Quantity</td>
<td>50.69 (df = 39, p = 0.10)</td>
<td>51.03 (df = 42, p = 0.16)</td>
<td>0.34 (df = 3, p = 0.95)</td>
</tr>
<tr>
<td>Diurnal Preference → Binge Drinking</td>
<td>52.84 (df = 39, p = 0.07)</td>
<td>52.84 (df = 42, p = 0.12)</td>
<td>&lt; 0.001 (df = 3, p = 0.99)</td>
</tr>
</tbody>
</table>

ACE = full model shown in Figure 1. AE = model in which paths from shared environmental factors (C) to phenotypes are fixed at zero.

### Table 4—Results from bivariate behavioral genetic models of diurnal preference and alcohol use outcomes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Frequency of Alcohol Use</th>
<th>Quantity of Alcohol Use</th>
<th>Binge Drinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic and Environmental Influences on Diurnal Preference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additive genetic ($h_{dp}$)</td>
<td>0.55 (0.03)*</td>
<td>0.55 (0.03)*</td>
<td>0.55 (0.03)*</td>
</tr>
<tr>
<td>Non-shared environment ($e_{dp}$)</td>
<td>0.72 (0.02)*</td>
<td>0.72 (0.02)*</td>
<td>0.72 (0.02)*</td>
</tr>
<tr>
<td>Diurnal Preference → Alcohol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic Path ($\beta_a$)</td>
<td>-0.06 (0.04)</td>
<td>-0.17 (0.05)*</td>
<td>-0.19 (0.04)*</td>
</tr>
<tr>
<td>Non-shared environmental path ($\beta_e$)</td>
<td>-0.01 (0.02)</td>
<td>-0.02 (0.03)</td>
<td>-0.01 (0.02)</td>
</tr>
<tr>
<td>Genetic and Environmental Influences Unique to Alcohol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additive genetic ($h_{au}$)</td>
<td>0.75 (0.02)*</td>
<td>0.61 (0.03)*</td>
<td>0.72 (0.02)*</td>
</tr>
<tr>
<td>Non-shared environment ($e_{au}$)</td>
<td>0.63 (0.02)*</td>
<td>0.73 (0.02)*</td>
<td>0.63 (0.02)*</td>
</tr>
</tbody>
</table>

Standardized parameter estimates are reported. SEs in parentheses. *Parameters are significantly different from zero at p < 0.05.
was good (alcohol use frequency: RMSEA = 0.018, CFI = 0.99, TLI = 0.99; alcohol quantity: RMSEA = 0.020, CFI = 0.99, TLI = 0.99; binge drinking: RMSEA = 0.021, CFI = 0.99, TLI = 0.99).

Morning preference was significantly predicted by white race ($\beta = 0.10$, SE = 0.03, $p < 0.05$), higher educational attainment ($\beta = 0.07$, SE = 0.03, $p < 0.05$), and older age ($\beta = 0.39$, SE = 0.03, $p < 0.05$). Diurnal preference did not differ according to sex (males = 15.23, SD = 4.07; females = 15.28, SD = 3.94, $p = 0.82$). Alcohol use frequency, alcohol quantity, and binge drinking were not significantly associated with white race. Alcohol frequency was unrelated to age, but older people reported lower alcohol quantity ($\beta = -0.01$, SE = 0.002, $p < 0.05$) and less frequent binge drinking ($\beta = -0.21$, SE = 0.04, $p < 0.05$). People with higher educational attainment drank more frequently ($\beta = 0.11$, SE = 0.03, $p < 0.05$), but reported lower alcohol quantity per occasion ($\beta = -0.12$, SE = 0.03, $p < 0.05$). Educational attainment was not significantly associated with binge drinking.

After controlling for covariates, the proportion of residual variation in diurnal preference attributable to genetic influences can be calculated as the square of the genetic path ($h^2_g$) divided by the sum of the squared paths ($h^2_g + e^2$). Thus, genetic influences accounted for 37% of the variance in diurnal preference that could not be attributed to covariates, with the remaining 63% due to non-shared environmental influences. Notably, this heritability estimate is similar to that obtained in a recent study by Kuna and colleagues (41%), even though they used a different self-report instrument to assess diurnal preference.52

Genetic propensities toward eveningness were significantly associated with increased alcohol quantity ($\beta = -0.17$; SE = 0.05, $p < 0.001$) and increased frequency of binge drinking ($\beta = -0.19$; SE = 0.04, $p < 0.001$), but not with frequency of alcohol use. The non-shared environmental paths between diurnal preference and alcohol use phenotypes were not significant.

In other words, a common set of genes influences both evening preference and elevated alcohol use, and this genetic overlap entirely accounts for the associations between diurnal preference, alcohol quantity, and binge drinking.

After accounting for variance shared with diurnal preference and with covariates, the proportions of unique variance in alcohol use frequency, alcohol quantity, and binge drinking frequency attributable to genetic influences were 59%, 47%, and 47%, respectively. The remaining variation was attributable to environmental influences unique to each twin.

**DISCUSSION**

We found that genetic influences on diurnal preference conferred increased risk of problematic alcohol use. Evening-type diurnal preference, alcohol quantity, and binge drinking frequency were linked by a common set of genes that entirely encompasses the association among these phenotypes. Common environmental influences were negligible, suggesting that behavior learned in early life with regard to chronotype is unrelated to familial attitudes about alcohol use—in other words, chronotype and attitudes about alcohol do not co-segregate.

Work schedules that start early in the day are most suitable for morning types. For evening types, the combination of late bedtimes driven by the endogenous clock and early waking times dictated by social factors during the work week results in short sleep and sleep debt, for which they compensate by extending sleep duration on weekends.53-55 This serves to reduce sleep quality and increase daytime sleepiness in evening types and drive associations between evening-type diurnal preference and untoward health outcomes, including psychological and psychosomatic disturbances.55,56-59 We found that evening-type twins endorsed larger quantities of alcohol consumed and more frequent binge drinking than morning-type twins, a finding consistent with previous studies.55,59-59 Alcohol consumption can represent behavioral manifestations of trouble coping with social demands,59 such as the struggles experienced by evening types who are obliged to rise early. This social situation highlights the importance of our findings for the health of evening-type twins and suggests that evening-type diurnal preference in modern society may be innately unhealthy and lead to poor health choices.

Alcohol abuse in the US exacts over $230 billion annually in costs related to crime, lost work productivity, and healthcare, amounting to 2.7% of the US gross domestic product.61,62 Alcohol consumption causes 3.8% of all global deaths and is responsible for 4.6% of global disability-adjusted life-years, a composite measure of total years of healthy life lost.62 The damage to social relationships caused by alcohol abuse is harder to quantify, but no less substantial. In this context, our findings take on increased importance, as they have the potential to inform interventions to improve public and personal health. Social initiatives aimed at making work timing and other social activities more flexible for a broader range of chronotypes may reduce troublesome alcohol use. Also, elucidation of shared genetic pathways by future research may yield opportunities to develop targeted therapeutic agents that can reduce the risk of alcohol abuse in evening types.

The human circadian clock is maintained by a set of genes (CLOCK, BMAL1, PER1, 2, and 3, CRY1 and 2, and TIM, and NPAS2) in the suprachiasmatic nucleus that control circadian rhythms, and thus diurnal preference, through a transcriptional, translational feedback loop.63 Clock genes not only control circadian rhythms, but also rhythmically regulate nearly 10,000 mammalian genes in multiple tissues involving numerous biological processes.64 NPAS2 is associated with average weekly alcohol intake,68 and polymorphisms in the CLOCK, BMAL1, PER3, and TIM genes are associated with susceptibility to mood disorders such as depression,65-68 a common risk factor for alcohol abuse.69 Polymorphisms in the serotonin transporter gene are associated with hazardous drinking in certain environmental circumstances,70 and this monoamine neurotransmitter is a key component of sleep/wake REM/NREM brain physiology.71 Evening-type diurnal preference is linked with novelty seeking, a potential signal of reduced dopaminergic activity,72,73 while dopamine promotes wakefulness and influences sleep stages.72 These are but a few of the many potential genes and pathways that may constitute the shared genetic influences on evening-type diurnal preference and alcohol use outcomes. Future twin studies have the potential to reveal these genes and pathways by inserting polymorphisms of interest into bivariate genetic models of circadian type and alcohol use and observing the effect on the shared genetic estimates in the model.
Several issues about our study warrant discussion. Our twins were predominantly younger adult white women, and therefore our results should be applied to the general population with caution. However, this limitation is tempered by the fact our sample was derived from the community and not from a clinical population seeking healthcare, thus increasing the generalizability of our results. Subjective measures that enable the extrapolation of circadian phase, such as sleep logs, can accurately predict self-reported circadian type, although direct comparisons of rMEQ scores with objective measures, such as actigraphy, are lacking. Self-reported alcohol use phenotypes are, of course, subject to biases and errors in reporting; however, there is no clear alternative to self-report for measuring alcohol use in the “real world” in humans. It would be interesting for future research to examine the relation between sleep and alcohol using ecological momentary assessment technologies, which can yield data less subject to retrospective recall biases. Increased frequency of alcohol use was not associated with genetic propensity toward diurnal eveningness. This suggests that frequency of alcohol use represents a different aspect of alcohol consumption than the potentially more problematic constructs of increased quantity and binging which imply a lack of control of alcohol use. Lastly, diurnal preference was assigned based on a single measure, but it may represent a developmental state more than a trait. However, our analysis was age adjusted to account for this issue.

CONCLUSIONS

To our knowledge, this is the first study to show that genetic factors favoring evening-type diurnal preference confer increased risk of unhealthy phenotypes, namely binge drinking and increased alcohol consumption. This finding suggests that biological differences in circadian rhythm may be an important pathway of risk for genetic factors that promote alcohol use. It also provides further evidence that evening-type diurnal preference is an endophenotype of poor health. From a societal perspective, adjustment of school and work times to be more tolerant of evening-type diurnal preference may pay dividends at the public health level.
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Narcolepsy with cataplexy is rare in children under 5 years of age. There is limited information on safe and effective treatment of cataplexy in young children. We describe successful treatment of cataplexy in a 3-year-old using venlafaxine and subsequently followed for over 2 years.

**REPORT OF CASE**

This 6-year-old boy was first evaluated at 7 months of age for suspected cataplexy. His mother, who has narcolepsy with cataplexy diagnosed at 10 years of age, reported that he developed a “head drop” only when he was tickled by his father. Several attempts to elicit a cataplexy event in the clinic were unsuccessful. Observation was recommended due to limited symptoms and age. As a toddler, he slept a minimum of 12 hours each night. Family history (see Figure 1) was remarkable for numerous family members with narcolepsy with cataplexy. His evaluation at 2 years of age included a brain MRI, which showed enlarged symmetric ventricles without evidence of obstruction, and an otherwise structurally normal brain. Polysomnogram and an extended montage video electroencephalogram (EEG) done with tickling was normal. By age 3, daily episodes of “head nodding" occurred when he laughed on the playground at preschool. Subsequently, an episode of cataplexy was precipitated with tickling in the clinic that was videotaped. Initial therapy was venlafaxine 5 mg (0.34 mg/kg) daily in the morning. Initial therapy was venlafaxine 5 mg (0.34 mg/kg) daily in the morning. A compounded liquid suspension was used to provide accurate dosing. One week later symptoms were unchanged, so his dose was increased to 6 mg daily (0.41 mg/kg/day). The frequency of cataplexy was then reduced to only 2 episodes over a 3-week period, and no adverse effects were observed. His dosage was then increased to 7 mg daily (0.47 mg/kg) and at a clinic visit 1 month later, he had not had any episodes of cataplexy. At subsequent clinic visits over the following 2 years, he continued to do well without any episodes of cataplexy and no adverse effects of the medication. His dose was adjusted for weight to maintain a dose of 0.4 mg/kg/day. His growth remained at the 25th percentile for weight and length with normal developmental milestones, normal blood pressures, and no evidence of precocious puberty. Modified Epworth Sleepiness Scale score remains 11-13 and he continues to nap periodically without excessive daytime sleepiness. He was found to be HLA DQB1*0602 positive. Mother refused lumbar puncture for hypocretin analysis. On his first MSLT, done recently at 6 years of age, while on venlafaxine, he slept during 5 out of 5 naps with a mean sleep onset latency of 8.3 minutes with 1 SOREM.

**DISCUSSION**

This case demonstrates that venlafaxine is a well-tolerated and effective treatment for cataplexy in a young child. Similar findings in a group of six children between the ages of 7 and 12 have been reported. They all had a good response to therapy without significant adverse effects at doses between 37.5 mg and 150 mg per day, which are considerably higher than the dose required to achieve relief of symptoms in our patient, even when accounting for the difference in weight.5 Aran and colleagues looked retrospectively at a variety of medications, including venlafaxine, to treat narcolepsy. In their study, continuation of venlafaxine was moderate and higher than fluoxetine, tricyclic antidepressants, or other selective serotonin reuptake inhibitors. They also found venlafaxine to be primarily helpful for cataplexy, which is consistent with the effects experienced by our patient. Accurate dosing in a small child can be a challenge, as there is not a commercially available liquid suspension and the smallest tablet is 37.5 mg. A compounded liquid formulation is currently being prescribed for our patient, which has previously been shown to chemically stable for 15 days when refrigerated.4 Based on our experience, venlafaxine can be used safely and efficaciously in young children with narcolepsy with cataplexy.
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Fatal familial insomnia (FFI) is a rare, hereditary prion-protein disease. Methionine-valine polymorphism at codon 129 of the prion-protein gene (PRNP) determines the phenotype in other hereditary prion-protein diseases, but association with the clinical phenotype in FFI remains uncertain. Early clinical findings in FFI comprise disturbances of the sleep-wake cycle and mild neuropsychiatric changes which typically emerge during middle to late adulthood. Here we describe an unusually early onset and rapid progression of FFI associated with dorsal midbrain involvement in a female patient with PRNP mutation at codon 178 and homozygote methionine polymorphism at codon 129. Early dorsal midbrain involvement became apparent by total loss of REM sleep and isolated bilateral trochlear nerve palsy.

Early onset and rapid progression disease type associated with dorsal midbrain involvement may indicate a different spatiotemporal distribution of the neurodegenerative process in FFI patients with PRNP mutation and codon 129 methionine homozygosity compared to methionine-valine heterozygosity.

Keywords: Fatal familial insomnia, methionine-valine polymorphism, trochlear palsy, thalamic degeneration, sleep regulation
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DISCUSSION

Bilateral trochlear nerve palsy and loss of REM sleep are unusual early findings in FFI, highly indicative for dorsal midbrain involvement. Together with early onset and rapid disease progression, this indicates a distinct FFI phenotype in patients with PRNP codon 129 homozygote methionine polymorphism.

Trochlear nuclei are located in the tegmental midbrain, and only dorsal midbrain lesions can affect trochlear nerves bilaterally. REM sleep generating areas such as pedunculopontine (PPT) and laterodorsal tegmental (LDT) nuclei are closely located to the trochlear nuclei. Lesions of the PPT and LDT nuclei reduce or even eliminate REM sleep without affecting NREM sleep in animal studies.

Early neurodegenerative manifestation in FFI seems to be predominantly restricted to the thalamus and adjacent regions. Loss of sleep spindles, indicative for thalamic involvement, was also present early in our patient. Presence of bilateral trochlear palsy combined with loss of REM sleep indicates concomitant affection of dorsal midbrain structures. Histopathological changes have also been described for dorsal midbrain structures in FFI, particularly in patients with short disease duration. However, neuropathological midbrain involvement has not yet been linked to PRNP codon 129 polymorphism.

In addition to midbrain manifestation, early onset and rapid disease progression were prominent features in our patient. In fCJD PRNP codon 129, polymorphism determines age of onset and progression of disease. An association between PRNP codon 129 methionine homozygosity and short disease duration could also be demonstrated in FFI.

FFI primarily manifest in middle to late adulthood. However, several FFI cases with onset of disease in early adulthood have recently been reported. Together with our findings, this
indicates an association between early disease onset and PRNP codon 129 methionine homozygosity.

In agreement with previous studies detection of 14-3-3 protein in CSF, which is highly predictive in the diagnosis of other prion diseases, was negative in our patient. In fCJD, 14-3-3 protein levels depend on PRNP codon 129 polymorphism. Such a linkage between 14-3-3 protein levels and PRNP codon 129 polymorphism has, however, not been systematically addressed in FFI.

Taken together, our case supports the assumption of a distinct clinical phenotype in patients with PRNP codon 129 methionine homozygosity. Since FFI is a diagnostic challenge, clinicians should be aware of unusual clinical features and FFI needs to be considered in young patients with unclear neuropsychiatric symptoms.
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Continuous positive airway pressure (CPAP) is a safe therapy for the management of obstructive sleep apnea (OSA). Complications such as sinus infection, bronchitis, ear pain, nasal congestion, and dryness of mucous membranes secondary to CPAP use have been reported. To follow, we describe a rare case of alternobaric vertigo secondary to CPAP therapy. To date, there has been only one reported case of hearing loss and vertigo during CPAP treatment with complete resolution of symptoms after cessation of PAP. However, re-challenging the patient with CPAP at gradual increments was never reported.
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**Alternobaric Vertigo in a Patient on Positive Airway Pressure Therapy**

Andres Endara-Bravo, M.D.; Daniel Ahoubim, M.D.; Edward Mezerhane, M.D.; R. Alexandre Abreu, M.D., F.A.A.S.M.

Sleep Medicine Program, University of Miami – Miller School of Medicine, Miami, FL

**DISCUSSION**

Alternobaric vertigo is a frequently experienced sensation witnessed in the areas of aviation and diving. It occurs from the expansion of trapped air within the middle ear space due to the inability of the Eustachian tubes to equalize the middle ear pressure with ambient pressure. The positive middle ear pressure results in the sudden movement of the stapes at the oval window causing excess vestibular stimulation. The onset of vertigo is rapid and can have duration of between several seconds to a number of minutes. Symptoms resolve when the pressures in both ears reach ambient levels. Precipitant factors for alternobaric vertigo include history of allergic rhinitis or recent upper airway infection, both of which conditions can affect the patency of the Eustachian tube.

The pathophysiology of alternobaric vertigo in PAP therapy is similar to the cases evidenced in aviation and diving. Vertigo occurs after interruption of PAP where the increased air pressure in the middle ear does not equalize to the ambient air, resulting in the presenting symptoms as described in the case above.

New-onset vertigo during initiation of PAP therapy should raise the suspicion of alternobaric vertigo. Starting PAP at lower pressures, with slow increments up to the desired pressure, was seen to be effective in relieving symptoms of vertigo secondary to PAP therapy.
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Sleep and Pregnancy-Induced Hypertension: A Possible Target for Intervention?
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Sleep disturbances in the general population are associated with elevated blood pressure. This may be due to several mechanisms, including sympathetic activation and hypothalamic-pituitary-adrenal (HPA) axis disturbance. Elevated blood pressure in pregnancy can have devastating effects on both maternal and fetal health and is associated with increased risk for preeclampsia and poor delivery outcomes. Preliminary evidence suggests that mechanisms linking sleep and blood pressure in the general population may also hold in the pregnant population. However, the effects of disturbed sleep on physiologic mechanisms that may directly influence blood pressure in pregnancy have not been well studied. The role that sleep disturbance plays in gestational blood pressure elevation and its subsequent consequences warrant further investigation. This review evaluates the current literature on sleep disturbance and elevated blood pressure in pregnancy and proposes possible treatment interventions.
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The association between sleep disturbances and elevated blood pressure has been extensively studied in the general population. However, relatively few studies have investigated this relationship in the pregnant population. Pregnancy predisposes women to a variety of sleep disturbances. Similar to non-pregnant individuals, sleep disturbance in pregnancy may be a risk factor for elevated blood pressure, which can lead to maternal and fetal morbidity. Gestational hypertension, defined as a blood pressure higher than 140/90 diagnosed after 20 weeks of gestation, is associated with fetal growth restriction and abruptio placentae and can predispose to preeclampsia, as well as cardiovascular disease later in life. There are few studies evaluating the link between sleep and blood pressure during pregnancy. In this paper, we first review the relationship between sleep and blood pressure in non-pregnant adults. We then outline factors that predispose pregnant women to poor sleep. We conclude with a review of the emerging literature on the associations between sleep and blood pressure in pregnancy.

SLEEP AND BLOOD PRESSURE IN THE NON-PREGNANT POPULATION

In the U.S. the average sleep duration has decreased by 1.5-2 h/night, with > 30% of Americans sleeping < 6 h/night. This phenomenon and the concurrent increase in hypertension intimates a possible link between sleep duration and blood pressure. Recently, a series of epidemiological papers have noted an association between sleep duration (both short and long) and elevated blood pressure; for example, the Sleep Heart Health Study reported that participants who slept < 5 or ≥ 9 h/night had a greater frequency of hypertension than individuals sleeping 7 to 8 h/night. Buxton et al. analyzed the 2004-2005 US National Health Interview Survey data (n = 56,507 observations, adults 18-85 years) and found those with short (< 7 h) and long (> 8 h) sleep were more likely to have elevated blood pressure than those sleeping 7 to 8 h/night. These studies underscore the potential consequences of obtaining too little or too much sleep.

Similar to sleep duration, sleep quality is commonly evaluated. It can be ascertained directly with subjective methods or inferred from objective measures. Fiorentini et al., for instance, evaluated sleep quality in a cohort of hypertensive and type 2 diabetic participants. They found that poor sleep quality, defined by a Pittsburgh Sleep Quality Index score > 5, was more frequent among those with hypertension. Knutson et al. examined the association between sleep quality, measured by actigraphy, and blood pressure in mid-life adults. They found that lower sleep quality, as indicated by sleep duration and sleep maintenance, was associated with higher systolic and diastolic blood pressure levels both cross-sectionally and longitudinally over 5 years.

Hypertension is commonly thought to occur in mid-life or aging individuals. However, pre-hypertension and hypertension are rapidly rising in adolescents. It is possible that several health behaviors that originate in adolescence, including poor diet, smoking, and poor sleep, may increase the risk for prehypertension and an earlier development of hypertension. This phenomenon could partly explain why adverse pregnancy outcomes, such as preeclampsia and gestational diabetes, are increasing despite advances in medical technology. Support for this hypothesis comes from Javaheri et al. who studied the sleep of 238 adolescents using actigraphy. They found that poor quality sleep, defined as sleep efficiency ≤ 85% or short...
sleep duration (≤ 6.5 h), was associated with elevated blood pressure. Specifically, they found that the odds of prehypertension increased 4.5-fold in adolescents who had low sleep efficiency and 2.8-fold for those with short sleep.\(^{17}\) Taken together, these studies support the hypothesis that poor sleep quality, beginning much earlier in life than previously recognized, is associated with increased risk of developing hypertension and associated morbidities. They also suggest that early intervention may prove beneficial in reducing adverse health outcomes.\(^{15-17}\)

In addition to associations with quantitative aspects of blood pressure, sleep disturbance has been associated with impaired nocturnal blood pressure dipping.\(^{18-20}\) During normal sleep, blood pressure dips by 10% to 20%, in part due to a decrease in sympathetic output.\(^{21}\) A nocturnal blood pressure dip < 10% defines non-dipping. Several studies have shown that reduced blood pressure dipping during sleep is an indicator of cardiovascular disease.\(^{22-24}\) Ohkubo and colleagues, for instance, studied 24-h ambulatory blood pressure in 1,542 Japanese adults > 40 years of age, and followed them for an average 9.2 years. They found that for each 5% deficit in normal nocturnal dipping values, there was an associated 20% greater risk of developing cardiovascular disease.\(^{25}\) This study highlights emerging evidence which indicates that nocturnal blood pressure may be a better predictor for cardiovascular risk than daytime blood pressure readings.\(^{26-28}\) Reduced nocturnal blood pressure dipping can have significant immediate and future cardiovascular implications, including cognitive impairment and cerebrovascular disease.\(^{18,20,25,30}\) Furthermore, since sleep disturbances, such as poor sleep quality, have been associated with blunted nocturnal blood pressure dipping, the clinical importance of assessing sleep as a potential risk factor for cardiovascular disease is substantially strengthened.\(^{19,20}\)

Sleep disordered breathing (SDB), also referred to as obstructive sleep apnea (OSA), has a prevalence of up to 15% in the general population, and is even greater in obese (40%) and morbidly obese (70% to 90%) patients.\(^{31}\) It is strongly associated with elevated blood pressure. In OSA, repeated episodes of partial or complete upper airway collapse lead to apneas (cessation of airflow for ≥ 10 sec, usually followed by an electroencephalographically measured arousal) or hypopneas (discernible reduction in airflow for 10 sec associated with an oxyhemoglobin desaturation of 4%). The apnea-hypopnea index (AHI), defined by the number of apneas or hypopneas per hour of sleep, describes disease severity. Mild OSA is defined as AHI of 5 to 15, moderate disease as AHI of 15 to 30, and severe disease as AHI > 30.\(^{32}\) Episodes of apnea or hypopnea can cause hypoxia and result in frequent arousals, and thus sleep fragmentation. Repeated episodes of hypoxia and reoxygenation have also been shown to be associated with endocrine and metabolic disturbance, as well as elevated risk for metabolic syndrome and cardiovascular disease in OSA patients.\(^{5,32,33}\) SDB has also been shown to be an independent risk factor for hypertension.\(^{34-36}\) Indeed, treatment of SDB using positive airway pressure is associated with a reduction in incident hypertension and a significant improvement in hypertensive patients.\(^{37,38}\) However, these relationships have not been observed universally.\(^{39}\)

**PSYCHOSOCIAL CORRELATES OF SLEEP AND ELEVATED BLOOD PRESSURE**

In addition to sleep disturbance, several psychosocial factors are recognized correlates of increased blood pressure. These factors may also exacerbate the occurrence and the negative consequences of sleep disturbance in pregnancy, similar to what has been observed in non-pregnant individuals.\(^{40,41}\) Psychosocial stress, including occupational stress, social isolation, marital stress, and low socioeconomic status, have been associated with elevated blood pressure in the non-pregnant population.\(^{42-45}\) The most commonly evaluated, however, is acute psychological stress. It has been postulated that stress and sleep disturbance interact to compound cardiovascular vulnerability.\(^{51}\) A detailed examination of the role of psychosocial factors on sleep and blood pressure is beyond the scope of this review (see reviews).\(^{20,23,33}\) Here, we merely highlight the importance of appreciating the complex relationships among these factors that may be particularly relevant during pregnancy.

The mechanisms that link sleep disturbances and elevated blood pressure are complex and involve several pathways. In OSA for example, nocturnal hypoxemia induces oxidative stress, inflammatory responses, and reduction in nitric oxide, which mediates vascular functions including dilatation and anticoagulation and has antioxidant properties.\(^{44}\) Sleep disturbances have also been shown to increase sympathetic tone and hypothalamic-pituitary-adrenal axis function in experimental studies. Spiegel et al. found that experimentally induced short sleep (4 h) is associated with alterations in sympathovagal balance and 24-h salivary cortisol levels when compared to normal sleep (7-8 h).\(^{33}\) Similar findings have been found in other experimental studies.\(^{56,57}\) Sleep quality measures, including sleep latency and non-restorative sleep, have also been linked to metabolic and autonomic changes which have been associated with cardiovascular disease and hypertension.\(^{17,38}\)

The relationship among cardiovascular changes, neuroendocrine changes, and sleep disturbance is not as clear. Tochikubo et al. found that in overtime workers, blood pressure, urinary norepinephrine levels, and sympathovagal disturbance (measured by heart rate variability) were higher on days after sleep restriction. However, sympathovagal disturbance was measured the evening after sleep restriction. Hence, this finding could have been due to increased stress due to sleepiness after a work day.\(^{39}\) Additionally, Kato et al. described elevated blood pressure after sleep restriction, although they did not find significant changes in heart rate, forearm vascular resistance, or plasma catecholamines with sleep deprivation.\(^{40}\) These studies show that although blood pressure appears to be directly influenced by sleep restriction, the exact mechanisms remain unclear.

**SLEEP DISTURBANCE IN PREGNANCY**

Sleep disturbances are distinctly more common in pregnant than in non-pregnant women assessed from the general population. Okun and Coussens-Read examined sleep data collected at 12, 24, and 36 weeks’ gestation from 35 pregnant and once from 43 comparable non-pregnant women. As early as 12 weeks, pregnant women reported an increased number of...
naps, nocturnal awakenings, time spent awake during the night, and poorer sleep quality than non-pregnant women. Sleep in the pregnant women progressively worsened, with over 50% of the women meeting sleep criteria for insomnia by the end of pregnancy. Suzuki et al. found that that among 192 pregnant women surveyed retrospectively, 88% had alterations in sleep compared with their usual experience. The reported changes included insomnia, parasomnias (nightmares and night terrors), restless leg syndrome (RLS), snoring, and sleep apnea. Among the most frequent self-reported causes of sleep disturbance during pregnancy were urinary frequency, back or hip ache, and heartburn. Facco et al. investigated sleep during pregnancy in a prospective cohort of 189 women assessed at 2 points during pregnancy, with a mean baseline assessment of 13.8 (± 3.8) weeks and a mean second assessment of 30.0 (± 2.2) weeks. At the second assessment, sleep duration significantly decreased compared to baseline (7.4 ± 1.2 h vs. 7.0 ± 1.3), the number of participants who reported scoring increased (11% vs. 16.4%), incidence of restless leg syndrome increased (17.5% vs. 31.2%), and there was an increase of poor sleep quality as measured by Pittsburgh Sleep Quality Index > 5 (39.0% vs. 53.5%).

In pregnancy, hormonal changes occur to ensure the survival of the fetus. However, these hormonal changes may result in substantial sleep disturbances. By the last few weeks of pregnancy, daily estrogen production is one thousand times premenopausal ovulatory levels, and progesterone levels increase from 25 ng/mL at 6 weeks to 150 ng/mL at 37 weeks. Estrogen reduces rapid eye movement sleep (REM) and progesterone reduces NREM sleep. Estrogen can also cause physical changes that can affect sleep, including hyperemia, mucosal edema, hypersecretion, and increased friability in the upper airways. These changes result in reduction of nasopharyngeal airway patency, which can cause a sensation of nasal stuffiness and may exacerbate sleep disordered breathing in women with elevated body mass index. Progesterone is thought to act via peripheral chemoreceptors and centrally in the medulla to increase respiratory drive. This, in conjunction with greater metabolic carbon dioxide production and increased minute ventilation, can cause respiratory alkalosis, which can reduce respiratory drive and predispose to central sleep apnea. Furthermore, oxygen consumption is increased by approximately 20% to 33% by the third trimester due to fetal demands and changes in maternal metabolism. Increased oxygen consumption, along with a reduced functional residual capacity due to an enlarging uterus, results in a lowered oxygen reserve and can affect oxygen homeostasis more than in the non-pregnant state.

Table 1 illustrates the major physical and hormonal changes in pregnancy that can affect sleep.

The dramatic physical changes unique to pregnancy can further affect sleep. The enlarging uterus can upwardly displace the diaphragm, further compromising functional residual capacity, which decreases by 10% to 25% at term. This, together with reduction in chest wall and total respiratory compliance, may lead many pregnant women to experience shortness of breath while lying supine. The inability to assume a comfortable sleeping position, especially during the third trimester of pregnancy, may have a significant impact on a pregnant woman’s ability to initiate and maintain sleep. Discomfort from back and leg cramps may also disrupt sleep. Lower esophageal sphincter tone decreases throughout pregnancy, reaching its lowest point in late pregnancy. Resulting gastroesophageal reflux can cause discomfort and sleep disruptions. Additionally, renal blood flow increases in pregnancy throughout first and second trimester, along with dilation of the ureters and renal pelvises. These changes and the pressure of an enlarged uterus on the bladder cause pregnant women to wake several times per night to urinate.

**Table 1**—Physical and hormonal changes in pregnancy, subsequent symptoms, and effect on sleep

<table>
<thead>
<tr>
<th>Physical Changes</th>
<th>Symptom</th>
<th>Effect on Sleep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing uterine Size</td>
<td>Difficulty laying supine</td>
<td>Sleep disruption; poor sleep quality</td>
</tr>
<tr>
<td>Hormone increases or Iron deficiency</td>
<td>Restless legs syndrome (RLS)</td>
<td>Difficulty falling asleep</td>
</tr>
<tr>
<td>Decreased tone of lower esophageal sphincter</td>
<td>Predisposes to gastric reflux symptoms</td>
<td>Sleep disruption due to discomfort</td>
</tr>
<tr>
<td>Increased rate of micturition</td>
<td>Increased renal blood flow; Dilation of ureters and renal pelvis; Uterine pressure on bladder</td>
<td>Frequent nocturnal awakenings</td>
</tr>
<tr>
<td>Hormonal Changes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased estrogen</td>
<td>Decrease nasopharyngeal airway patency: Potential predisposition to OSA</td>
<td>Sleep disruption via breathing occlusions. Changes in sleep architecture; decreases REM sleep</td>
</tr>
<tr>
<td>Increased progesterone</td>
<td>Increase minute ventilation; Increase nasopharyngeal muscle tone</td>
<td>Altered sleep architecture Increases NREM sleep</td>
</tr>
</tbody>
</table>

References: 53, 65, 68, 72, 79

**SLEEP AND HYPERTENSION IN PREGNANCY**

Elevated maternal blood pressure during pregnancy poses great risk for both mother and fetus. Approximately 10% of pregnancies are affected by hypertension. Consequences of pregnancy-related hypertension include increased risk of abruptio placentae, disseminated intravascular coagulation, cerebral hemorrhage, hepatic failure, and acute renal failure. Furthermore, elevated blood pressure in pregnancy can be part of preeclampsia and eclampsia, which carry maternal mortality rates of 10% to 15%, and future risk for cardiovascular disease.
Elevated blood pressure in non-pregnant cohorts. We propose that the hormonal pressure in pregnant women, similar to what has been observed for women, especially in those with concurrent stressful life events or psychosocial stress. Stress may further elevate blood pressure. Concurrent stress, whether daily hassles or serious life events, is both an independent and dependent modifier of blood pressure. These associations are critical throughout pregnancy as elevated blood pressure is linked with increased risk of preeclampsia and preterm birth.

Systolic and diastolic blood pressure normally fall in early pregnancy by 5-10 mm Hg, reaching a mean nadir of 105/60 mm Hg, and then gradually rise to pre-pregnancy values by term. However, emerging evidence indicates that early pregnancy blood pressures (SBP), diastolic blood pressure (DBP), and mean arterial blood pressure (MAP) for women who reported short early pregnancy sleep durations (≤ 6 h) compared to normal sleep duration (9 h) were 3.72, 3.04, and 3.18 mm Hg higher, respectively, after adjustment for maternal age, race/ethnicity, parity, educational status, and pre-pregnancy body mass index. The differences in third trimester SBP, DBP, and MAP for women who reported long sleep durations (≥ 10 h), compared with those reporting sleeping 9 h nightly, were 4.21, 3.43, and 3.65 mm Hg higher, respectively. A similar conclusion was reached by Reid and colleagues who found that pregnancy-onset snoring was independently associated with gestational hypertension (14% versus 6%, p < 0.01). This was recently corroborated in a report by O’Brien and colleagues, who found that pregnancy-onset snoring was independently associated with gestational hypertension (OR 2.36 [1.48-3.77], p < 0.001) and preeclampsia (OR 1.59 [1.06-2.37], p = 0.024) in 1,719 third-trimester pregnant women. Another study reported that snoring and “excessive daytime sleepiness,” which could indicate poor sleep, were reported more commonly in later pregnancy in women with preeclampsia than those without preeclampsia or non-pregnant controls. In a large cross-sectional study of immediately postpartum women, Perez-Chada et al. reported an increase in gestational hypertension and preeclampsia among those with symptoms of SDB even after adjusting for potential confounders such as BMI, 68 In a similar study, Bourjeily et al. adjusted for comorbid conditions and reported an increase in preeclampsia and gestational hypertension in women with SDB. Table 2 summarizes a series of studies that have examined the frequency and consequences of SDB in pregnancy.

Figure 1—Proposed model of how physical and hormonal changes in pregnancy coupled with stress result in disturbed sleep which can result in elevated blood pressure

SLEEP RELATED BREATHING DISORDERS IN PREGNANCY

SDB is characterized by abnormal respiratory patterns (e.g., apneas, hypopneas) or abnormal gas exchange (e.g., hypoxia). Sleep related breathing disorders like snoring and obstructive sleep apnea occur in pregnancy; however, there is little data detailing their incidence or prevalence. Most investigators agree that sleep related breathing disorders are more prevalent in pregnant women than non-pregnant women. As previously noted, estimates in non-pregnant women range from 2% to 5%, whereas estimates in pregnancy range from ~10% in early pregnancy to upwards of 30% in late pregnancy. There is currently a paucity of objective data on the incidence of sleep related breathing disorders in pregnancy. Our current knowledge relies primarily on self-reported symptoms, including excessive daytime sleepiness, snoring, or breathing cessations, which suggest but do not confirm the presence of OSA. The development of SDB in pregnancy is considered a consequence of necessary physiologic adaptations that occur in pregnancy, such as dramatic hormonal and subsequent physical changes. Estrogen, for instance, can cause upper airway narrowing and could predispose pregnant women to snore and develop SDB. Progesterone, on the other hand, increases minute ventilation, and the resulting respiratory alkalosis enhances sensitivity of the respiratory center to carbon dioxide in pregnancy, which may predispose to central sleep apnea. SDB, independent of maternal BMI, is associated with an increased risk of hypertension in pregnancy, as well as maternal morbidity. In one study, preeclampsia, a hypertensive syndrome in pregnancy, was significantly more common among snorers than non-snorers (10% versus 4%, p < 0.05), as was gestational hypertension (14% versus 6%, p < 0.01). This was recently corroborated in a report by O’Brien and colleagues, who found that pregnancy-onset snoring was independently associated with gestational hypertension (OR 2.36 [1.48-3.77], p < 0.001) and preeclampsia (OR 1.59 [1.06-2.37], p = 0.024) in 1,719 third-trimester pregnant women. Another study reported that snoring and “excessive daytime sleepiness,” which could indicate poor sleep, were reported more commonly in later pregnancy in women with preeclampsia than those without preeclampsia or non-pregnant controls. In a large cross-sectional study of immediately postpartum women, Perez-Chada et al. reported an increase in gestational hypertension and preeclampsia among those with symptoms of SDB even after adjusting for potential confounders such as BMI. In a similar study, Bourjeily et al. adjusted for comorbid conditions and reported an increase in preeclampsia and gestational hypertension in women with SDB. Table 2 summarizes a series of studies that have examined the frequency and consequences of SDB in pregnancy.

SIGNIFICANCE

Hypertensive disorders in pregnancy are prevalent and pose risk to both mother and child. Additionally, they can carry risk
# Table 2—Selected listing of sleep disordered breathing (SDB) in pregnancy studies

<table>
<thead>
<tr>
<th>First Author</th>
<th>Study Design</th>
<th>Outcome Measures</th>
<th>Major Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayrim A</td>
<td>Cross sectional study of 200 pregnant and 200 age-matched controls. Ewpoth Sleepiness Scale (ESS) were assessed to determine excessive daytime sleepiness.</td>
<td>Gestational hypertension and snoring</td>
<td>Excessive daytime sleepiness or snoring was associated with GH or other fetal outcomes.</td>
</tr>
<tr>
<td>Bourjeily G</td>
<td>Retrospective study with 1,000 postpartum women. SDB assessed by the Multivariable Apnoea Prediction Index Questionnaire.</td>
<td>Pregnancy and fetal outcomes in women with SDB</td>
<td>SDB symptoms were found to have higher likelihood of pregnancy-induced hypertension and preeclampsia (adjusted OR 2.3, 95% CI 1.4-4.0)</td>
</tr>
<tr>
<td>Chen</td>
<td>Retrospective study of 791 pregnant women with OSA assessed by PSG, compared to 3,955 controls.</td>
<td>Birth outcome by OSA status</td>
<td>Women with OSA were more likely than controls to have preeclampsia (OR 1.60 [95% CI, 2.16-11.26]), low birth weight (OR 1.76 [95% CI, 1.28-2.40], preterm birth 2.31 [95% CI, 1.77-3.01], small for gestational age infants 1.34 [95% CI, 1.09-1.66], CS1.74 [95% CI, 1.48-2.04])</td>
</tr>
<tr>
<td>Connolly G</td>
<td>Case control prospective study of 15 women with preeclampsia and 15 without preeclampsia in each trimester. Both groups compared to 15 non-pregnant women</td>
<td>Inspiratory flow measured by nasal canula, pulse oximetry and abdominal belt based on pregnancy and preeclampsia status</td>
<td>Women with preeclampsia had more time with inspiratory flow limitation in the third trimester subjects than the other 2 groups (31% ± 8.4% of sleep period time vs. 15.5% ± 2.3% vs. &lt; 5%) (p = 0.001)</td>
</tr>
<tr>
<td>Facco F</td>
<td>Retrospective cohort study of 143 postpartum women. PSG assessed mild SDB in 34 and moderate to severe SDB in 26.</td>
<td>The association between SDB and adverse pregnancy outcome (pregnancy-related hypertension, gestational diabetes, or preterm birth ≤ 34 weeks)</td>
<td>Increasing severity of SDB was associated with increasing risk of adverse pregnancy outcome: AHI &lt; 5, 18.1%; AHI 5 to 14.9, 23.5%; AHI ≥ 15, 38.5% (p = 0.038)</td>
</tr>
<tr>
<td>Champagne K</td>
<td>Case-control study comparing 17 pregnant women with GH and 33 without GH on frequency of PSG-assessed OSA.</td>
<td>OSA defined by apnea/hypopnea index (AHI) ≥ 15 events per hour, without requirement for desaturation.</td>
<td>Women with GH had greater AHI (38.6 ± 36.7) compared to normotensive women (18.2 ± 12.2).</td>
</tr>
<tr>
<td>Izci B</td>
<td>Prospective study of 100 third trimester women and 100 non-pregnant women. Upper airway dimensions and SDB symptoms were measured using acoustic reflection</td>
<td>Upper airway dimensions and SDB symptoms (snoring) in pregnant women versus non-pregnant women</td>
<td>Snoring was more common in pregnant women (41%) versus non-pregnant women (17%) and then returned back to non-pregnant levels (18%) post partum. Upper airway dimensions were also smaller in pregnant women as compared to non-pregnant and post-partum women.</td>
</tr>
<tr>
<td>Louis JM</td>
<td>Retrospective study of 57 women with OSA and 114 healthy controls.</td>
<td>Maternal morbidity and preterm birth</td>
<td>OSA patient had more preeclampsia (19.3% vs 7.0%, p = 0.02) and preterm birth (29.8% vs 12.3%, p = 0.007). OSA was associated with increased risk for maternal morbidity as well (OR 4.6 [1.5-13.7]).</td>
</tr>
<tr>
<td>Maasilta P</td>
<td>Case control study of PSG-assessed SDB in obese pregnant women. Participants were 11 obese women (BMI, 34 kg/m²) and 11 control women (BMI, 23 kg/m²)</td>
<td>Occurrence of SDB in obese women during pregnancy</td>
<td>More SDB symptoms occurred in obese women compared to non-obese women. Apnea-hypopnea indexes (1.7 events/h vs 0.2 events/h; p &lt; 0.05), 4% oxygen desaturations (5.3 events/h vs 0.3 events/h; p &lt; 0.005), and snoring times (32% vs 1%, p &lt; 0.001) were significantly different between the 2 groups.</td>
</tr>
<tr>
<td>O’Brien L</td>
<td>Prospective study of 1,719 pregnant women in late pregnancy. Screening for presence and duration of habitual snoring</td>
<td>Clinical diagnosis of gestational hypertension, preeclampsia, and gestational diabetes</td>
<td>New-onset snoring during pregnancy is quite frequent (25%) and is associated with an increased risk of gestational hypertension (OR 2.36 [1.48-3.77, p &lt; 0.001]) and preeclampsia (OR 1.59 [1.06-2.37], p = 0.024). There was no effect on gestational diabetes.</td>
</tr>
<tr>
<td>Reid J</td>
<td>Cross-sectional comparison of self-reported sleep and PSG-assessed SDB in pregnant women with (34) and without (26) GH.</td>
<td>Presence of SDB in late pregnancy. Secondly reported on PSG-assessed sleep</td>
<td>Women with GH have a higher frequency of SDB (53%) than healthy pregnant women (12%). This finding is confounded by obesity, which was significantly more frequent among women with GH. Women with GH also had less total sleep time (252 ± 81 min vs 311 ± 54 min, p = 0.003 and lower sleep efficiency (62% ± 19.5% vs 71.9% ± 10.3%, p = 0.003) compared to healthy women.</td>
</tr>
</tbody>
</table>
for maternal morbidity later in life. Preeclampsia, especially if complicated by HELLP syndrome (hemolysis, elevated liver enzymes, and low platelet count), predisposes to future cardiovascular disease. A meta-analysis by Bellamy et al. found that women who developed gestational hypertension or preeclampsia had an increased risk of developing hypertension later in life. The relative risk of ischemic heart disease, stroke, and venous thromboembolism were also increased later in life in women with prior diagnoses of preeclampsia. Furthermore, Bellamy et al. found that women who developed preeclampsia had greater all-cause mortality risk compared to women who had normal blood pressure during pregnancy. This risk was even greater for women who developed preeclampsia before 37 weeks. Kestenbaum et al. also found that gestational hypertension, mild and severe preeclampsia were associated with 2.8-fold higher risk of cardiovascular events, and that severe preeclampsia was associated with 2.3-fold higher risk of thromboembolic events.

Furthermore, hypertensive disorders in pregnancy are associated with poor fetal outcomes including preterm birth, small for gestational age infants, and abruptio placenta. The delayed morbidity risk of hypertensive disorders, as well as the immediate risk to mother and fetus risk, only amplifies the need for better understanding and prevention.

CONCLUSION

Elevated blood pressure in pregnancy can have devastating effects on both maternal and fetal health during the perinatal period and beyond. The causes of hypertensive syndromes in pregnancy like preeclampsia and gestational hypertension appear to be multifactorial. However, numerous studies demonstrate a strong link between sleep duration, quality or sleep related breathing disorders and blood pressure in non-pregnant adults; emerging studies suggest a similar relationship in the pregnant population. This link represents a possible source of preventative measures for gestational hypertension and preeclampsia. However, more complete understanding of the association between sleep and blood pressure in pregnancy is needed. Well-controlled, longitudinal studies with large cohorts and both objective and subjective sleep measurements are needed to better assess sleep in pregnancy and how it relates to blood pressure. These studies should include blood pressure measurements throughout pregnancy, as well as pregnancy outcomes, to assess the effect of sleep on both maternal and fetal health. Currently, screening for sleep disruption in pregnant women is not common practice. More knowledge and widespread understanding of the effects that sleep has on pregnancy may improve upon the obstetrician’s ability to screen for those with sleep disruption and who may be at risk for hypertensive disorders. Utilization of short questionnaires, such as the Insomnia Symptom Questionnaire (ISQ), could be incorporated into prenatal care to assist in the identification of those women at-risk for sleep problems. Emerging data suggests that a modest number of pregnant women have difficulty initiating sleep (DIS). Given the associations between DIS and adverse health outcomes, this may be an appropriate target for intervention. Early identification of at-risk women may allow for simple interventions, including counseling on the impacts of sleep on maternal and fetal health and prescribing behavioral sleep regimens to not only improve sleep but potentially blood pressure as well. While there is currently a paucity of studies that have examined the impact of interventions on sleep in pregnant women, there is some evidence from a study of postpartum mothers that a behavioral-education intervention could be applied in pregnancy. In this randomized controlled trial, women received intervention, which consisted of an in-person meeting with a nurse for sleep strategies, a booklet, and phone contacts, or usual care. Although there was no difference in the primary outcome of maternal nocturnal sleep, it is possible that the length of data collection or the measures used in the study were unable to capture the benefits of the intervention. It is probable, for instance, that improving sleep in the early postpartum is not feasible. Assessing the women further post-delivery may indicate otherwise.
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A 61-year-old man with history of schizophrenia, generalized tonic clonic seizure disorder, and hypertension who lives in a skilled nursing facility presented with snoring and gasping for air during the night. The patient’s care staff reports no abnormal nocturnal behaviors, and no generalized seizures in the last 5 years. His medications include haloperidol, olanzapine, benztropine, valproic acid, levetiracetam, trazodone, sertraline, lisinopril, and aspirin.

On physical examination, his body mass index was 22 kg/m². Neither masseter muscle hypertrophy nor temporomandibular joint pain was noted. The patient was edentulous without gum lesions; he did not wear dentures. No movements of the tongue were noted with the mouth open, and patient was able to sustain tongue protrusion for longer than one minute. Neither facial grimacing nor limb dyskinesia was noted. The oral airway was Mallampati IV.

Polysomnogram revealed an apnea-hypopnea index of 7 with a sleep efficiency of 98%. Unusual chewing movements were noted during NREM sleep (Video 1, Figures 1, 2). These movements were not associated with sleep disordered breathing. No audible grinding was noted on video.

QUESTION: What is the most likely diagnosis for the movements shown in Video 1?
Figure 2—30-second polysomnogram epoch showing elevated chin electromyography (EMG) tone associated with oral movements during sleep stage N2.

Note the relatively minor electroencephalography artifact in comparison to the prominent EMG changes, this may represent lack of scalp muscle involvement.
DISCUSSION

Oral dyskinesia consists of involuntary movements of the lips, tongue, and jaw. They are classified according to cause and movement description. Oral dyskinesia has been reported in up to 16% of edentulous patients and is most commonly seen in those with poor oral health, oral pain, ill-fitting dentures, or without dentures. Edentulous oral dyskinesia (EOD) is thought to be associated with loss of the tooth and periodontal ligament proprioceptive input.

Oral dyskinesia is also associated with dopamine antagonist neuroleptic use (i.e., tardive dyskinesia), choreatic neurodegenerative diseases (e.g., Huntington disease), and basal ganglia lesions. Dyskinesia of EOD is limited to the oral area, while dyskinesia associated with the neuroleptic medications or neurodegenerative disorders are more widespread involving the face, trunk, and extremities. Tardive dyskinesia is an extrapyramidal movement secondary to neuroleptic medications that cross the blood brain barrier and inhibit central D2 receptors producing choreoathetoid movements in the oral-buccal-lingual muscles, face, limb, and trunk.

Similar to neuroleptic medication induced/tardive dyskinesia, EOD may have involuntary protrusion of the tongue. In contrast to EOD, those with tardive dyskinesia are usually unable to maintain voluntary prolonged tongue protrusion without involuntary retraction. Tardive dyskinesia movements are exacerbated by emotional arousal, decrease with relaxation, and disappear with sleep.

Repetitive oral movements during sleep including lip smacking, mumbling, or chewing may also occur in seizure disorder. The lack of an electrographic correlate, the absence of daytime seizures, and the absence of generalized seizures for 5 years make the diagnosis of nocturnal seizures less likely in our patient.

Figure 2 shows a 30-second epoch depicting the polysomnographic features of the oral movement, which meet many of the criteria for bruxism in the American Academy of Sleep Medicine Scoring Manual (rhythmic masticatory muscle activity form). Chin EMG amplitude is twice the background EMG amplitude, each event is between 0.25-2 seconds, and more than three EMG elevations occur in sequence. The last criterion of a minimum of two episodes of audible tooth grinding was not met.

The movements do not meet International Classification of Sleep Disorders 2nd edition (ICSD-2) criteria for sleep related bruxism. Given that the patient is edentulous, tooth-grinding noises during sleep, tooth clenching during sleep, and abnormal tooth wear are not possible. The patient denies jaw muscle discomfort upon awakening, and no masseter muscle hypertrophy was noted with jaw clenching. In the elderly, the prevalence of bruxism may be as low as 3%.

SLEEP MEDICINE PEARLS

1. Tardive dyskinesia disappears with sleep.
2. The ICSD-2 criteria for bruxism technically require the presence of teeth.
3. Oral dyskinesia is common in edentulous elderly patients and may persist during sleep.
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Erratum

There is an error in the issue number in the citation of the editorial by Quan et al. on PubMed Central. The citation should read: Quan SF; Epstein LJ. A warning shot across the bow: the changing face of sleep medicine. J Clin Sleep Med 2013;9(4):301-302.